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LIST OF SYMBOLS 

D electric flux density 

p (free) charge density 

E electric field intensity 

B the magnetic flux density 

H magnetic field intensity 

c speed of light 

j free current density 

k wavenumber 

,\ wavelength 

Z the intrinsic impedance 

Cg the capacitance of the ring resonator gap 

Cf capacitance of the ring resonator feed line 

C, equivalent capacitance of the ring resonator 

L, equivalent inductance ofthe ring resonator 

W angular frequency 

Wo resonant angular frequency 

Zo characteristic impedance 

w width of the ring resonator track 

Rm average radius of the ring resonator 

5 coupling gap 
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ABSTRACT 

Road safety is one of the priorities for every government in Europe and including in the 

UK. One of the major concerns for road safety is the consumption of alcohol by drivers which 

seriously increases the risk of an accident. According to the department of transport in 2007, 

there were over 17,000 drink-drive casualties including 530 fatalities in England alone. For this 

reason, the police force needs a fast and easy way to assess the alcohol level of drivers. We 

propose a new method of detection, using microwaves, which would detect the alcohol-blood 

ratio from the finger/wrist of the driver. We also study the possibility of blood sugar detection 

for diabetes using microwave resonators. 

The system is based on microwave resonators using very low power sources (lmW). This 

PhD project explores the limits and feasibility of a rectangular cavity resonator and a microstrip 

suspended ring resonator for use with water/ethanol samples and water/glucose samples. 

Samples of water/ethanol are tested in three parts for each sensor, 0% (water) to 100% 

(ethanol) in 5% increments, 1% to 5% in 1% increments and samples less than to 1% in 0.2% 

increments. Samples of water/glucose are tested from Omol of glucose to 1mol per litre of 

water in O.lmol/1 increments. Both systems are studied, designed, simulated and tested for the 

full ranges of both mixtures. The data acquisition software has been written in C# in order to 

allow ease of data extraction and manipulation during the tests. Using variables such as the Q

factor, the resonant frequency and the reflection coefficient, the resonators can detect 

permittivity changes in the samples. The rectangular cavity is able to detect a lower limit of 1% 

of ethanol, and a tenth of a mole for water/glucose mixtures. The suspended ring resonator can 

detect down to 1% of ethanol using the Q-factor, the resonant frequency and the magnitude 

and down to 0.2% using the transmission magnitude at a fixed frequency. This method can also 

detect a lower limit of O.lmol/l for glucose/water mixtures. 
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Chapter 1 Introduction 

1 . INTRODUCTION 

1.1 Aim of the Project 

This project started with the idea of investigating the possibility of a non

invasive system capable of measuring and quantifying ethanol molecules in the blood 

stream. The police are continuously seeking a passive technology capable of detecting 

drunk drivers on the road. Current methods of detection require the cooperation of 

the driver and a breath sample or a blood sample is required for analysis and 

measurement of alcohol. Despite a slight decrease in drink driving casualties over the 

years, the figures could be made lower by controlling drink drivers more efficiently. 

Figure 1.1 represents the estimated number of KSI (Killed or Seriously Injured) drink 

drive casualties in GB (Great-Britain) over the past 10 years. Figure 1.2, shows the total 

number of breath tests carried out and the number of positive/refused breath tests 

during the same period. These statistics have been published by the Department of 

Transport [1] for the year 2007. In that year there were a total of 247,780 casualties of 

all severities, 4% lower than in 2006. 2,946 people were killed, 7% lower than in 2006, 

27,774 were seriously injured (down 3% on 2006) and 217,060 were slightly injured 

(down 4% on 2006). 
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Chapter 1 Introduction 

Concerning drink driving, in 2007: 

• It was estimated that 14,480 casualties (6% of all road casualties) occurred 

when someone was driving whilst over the legal limit for alcohol. The number 

of deaths was 460 (16% of all road deaths). 

• The provisional number of killed or seriously injured casualties in 2007 was 

2,220, approximately a quarter of the 1980 level and 12% below the 2006 level. 

• The numbers of slight injuries due to drink drive accidents has been falling since 

2002, but the provisional figures for 2007 suggests a rise of 3.5% compared to 

2006. 

To fight the numbers of casualties, the Government in 2000 published a safety strategy 

called 'Tomorrow's Roads Safer for Everyone' [2]. By 2010, the aim is to achieve, the 

following reductions compared with the average for 1994-98: 

• A 40% reduction in the number of people killed or seriously injured (KSI) in road 

accidents; 

• A 50% reduction in the number of children killed or seriously injured (children 

are defined as those aged under 16); 

• A 10% reduction in the slight casualty rate, expressed as the number of people 

slightly injured per 100 million vehicle kilometres. 

lionel WENDLING 3 



Chapter 1 Introduction 

If the Government wants to reach its objectives, a new way of controlling and 

monitoring drink drivers must be rapidly developed. Therefore, the aim of this project 

consists of creating a system that could detect and quantify alcohol concentrations in 

test tube samples and to improve it in order to be able to control drink drivers using a 

passive reading, or at least prove the feasibility of such a complex task. 

The possibility of measuring the amount of alcohol will be tested using 

microwave sensors (cavities, ring resonators and coplanar waveguides). Like all 

electromagnetic waves, microwaves have an electrical component as well as a 

magnetic component. When subject to microwave radiation, polar, semi-polar and 

non-polar materials will absorb part of the energy and their molecules will rotate 

according to the electric field. 

Microwaves have the advantage (over other techniques) of being able to 

penetrate through bulk material in a non-invasive manner and thus provide a passive 

way of measuring or characterising a material. The energy used for a measurement is 

very small, in this case less than lmW and therefore absolutely harmless to human 

body tissue. 

For many years, this property of microwaves has been mainly used for cooking. 

The water, fat, and sugar molecules in food absorb energy from the microwaves in a 

process called dielectric heating. Many molecules (such as those of water) are electric 

dipoles, meaning that they have a positive charge at one end and a negative charge at 

the other, and therefore rotate as they try to align themselves with the alternating 
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ejectric field induced by the microwaves. This molecular movement creates heat as the 

rotating molecules hit other molecules and put them into motion. 

At much lower power, the effect of microwaves on molecules has found a 

particular application in chemistry in a process called microwave spectroscopy (or 

rotational spectroscopy). A sample can be characterised by the attenuation and phase 

shift of a microwave field. 

Microwave spectroscopy has been used principally on matter in the gas phase 

where the rotational motion of molecules can be calculated [3]. However, in solids or 

liquids, the rotational motion of molecules is much more complex. The rotational 

motion of molecules depends on two main parameters: the permittivity and the loss 

factor [4] which are also a function of the temperature and the pressure [5]. For this 

reason it is not possible to calculate the exact response of solids and liquids to 

microwave radiation. However, it is possible to interpolate the concentration of 

components by using multivariable calibration. 

In this project multivariable calibration and microwave spectroscopy will be 

used to obtain a quantitative analysis of the alcohol present in a driver's blood. The 

method will be based on the response of a cavity resonator and a suspended ring 

resonator, into which a driver's finger is inserted. Microwaves are sent through the 

sensor and are affected by the properties of the finger tested. This type of approach 

has been used successfully in different applications. Based on the properties of 

electromagnetic wave, it has been possible to monitor the changes in the permittivity 
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of a fluid in a pipeline [6], to monitor the constituents of an oil pipeline [7] and to 

detect moisture present in food [8]. All these applications have shown the viability of 

compound detection using microwaves in solid and liquid media. The design of the 

cavity will influence the response of the media under test and will determine the 

accuracy of detection [9]. 

The in-vivo detection of chemical components, in this case alcohol, in the 

human body using this technique has not been researched before and offers a great 

opportunity. This research project presents for the first time, a novel technique for 

measuring the alcohol content in the blood stream using a suspended ring resonator. 

1.2 Further Goals 

Another application of the system is to detect blood-sugar levels. Over 2 million people 

in England are living with diabetes. Many more have the condition but do not know it. 

There are two types of diabetes, called type 1 and type 2. The causes of both types are 

different, but both result in poor regulation of glucose (sugar) in the blood stream. 

Type 1 diabetes is caused by the body's failure to produce insulin. Insulin is a hormone 

released by the pancreas to help control levels of sugar in the blood. It is sometimes 

called juvenile diabetes or early-onset diabetes because it usually appears before the 

age of 40. 
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Type 2 diabetes is caused by the body not producing enough insulin or not using what 

it produces effectively. It is the most common form and accounts for around 90% of all 

diabetes. 

Diabetes can increase the risk of developing other conditions, such as heart disease, 

kidney failure, eye damage, loss of feeling in the extremities (due to nerve damages) 

and sometimes lead to amputations. It can be managed effectively and many people 

with diabetes lead a healthy, active life. Diabetes can also occur in pregnancy. This is 

known as gestational diabetes. Some pregnant women have high levels of glucose in 

their blood because their bodies do not produce enough insulin to meet the extra 

demands of pregnancy. It affects less than one in 20 pregnant women and usually 

disappears after birth. However, women with gestational diabetes are more at risk of 

developing type 2 diabetes later in life [10]. Before home blood glucose testing became 

common, the only lancing device available was a sharp piece of stamped steel that 

made a painful and fairly deep cut in the fingertip. In parallel with the development of 

blood glucose meters, lancing devices also evolved. 

Both small, disposable units and reusable "pens" with replaceable tips became 

commercially available, and these had the added advantage that the sharp point was 

hidden from view. They were also spring-loaded, so pushing a button replaced one's 

own "stabbing" motion that was previously required to pierce the skin. Modern lancing 

devices have improved further, and most now feature adjustments to control depth of 

penetration of the needle. Needles are smaller and sharper, and recent devices have 
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been approved for "alternate site testing," (obtaining blood from the forearm, upper 

arm, back of the hand, thigh or calf) but anybody who test their blood glucose would 

say that it still hurts sometimes and can cause bruising. Add the natural dislike of 

needles to the actual pain produced, to the social unacceptability of droplets of blood 

and bloody test strips and meters (and concerns about blood-borne diseases), and it is 

easy to understand why people have long looked for a measurement that does not 

involve taking blood. Also diabetics often have thicker hardened skin on the fingers and 

it is more difficult and painful to draw blood. 

In the blood glucose monitoring industry, it is well accepted that there are three "c" 

terms that drive people's willingness to test: Cost, Comfort and Convenience. The 

comfort advantage of a non-invasive less pain technology is easily understood, and 

since very few proposed non-invasive approaches need a test strip that is consumed 

every time a test is performed, there should be a clear cost advantage to both 

customers and insurance companies alike. The cost of meters, however, would most 

likely increase with a successful non-invasive approach-the projected cost for 

common non-invasive approaches varies from several hundred to several thousand 

dollars. Convenience includes such issues as how long a test takes, how obtrusive or 

visible the apparatus is, and whether a visible drop of blood is required to perform the 

test. This issue is more subjective and deals with the comfort level of people have to 

test in public, letting everyone know they have diabetes, as well as concerns about the 

sight of blood [11]. 
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1.3 Defined Proj ect Targets 

The bullet points below define the project targets. 

• Design an On-line NOT microwave sensor for alcohol (or glucose) 

detection/prediction in the blood stream using low power. 

• Investigate the system's key features and their suitability, limits and feasibility. 

• Support experimental results by theory/simulations. 

• Develop data acquisition software, acquiring measurements from the sensor. 

• The accuracy of the system should be capable of detecting the lower limit of 

the BAC (Blood Alcohol Concentration ratio) or as close as technically possible 

(BAC =O.8g/1 in the UK). 

• Test the system using water/ethanol sample before blood testing. 

• Consider commercialisation concerns, cost and production options. 

• Explore the achievability of the sensor for diabetes monitoring. 

Summary 

This chapter has discussed the need for a passive and non-invasive technique 

for alcohol detection and presented the novel aim of this work, which is to design such 

a sensor using microwave technology. It has also discussed the possible use of this 

sensor for detecting the blood-sugar concentration of diabetics. 
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2 ALCOHOL AND COMPOUND 

DETECTION 

2.1 Alcohol and Human Metabolism 

2.1.1 What is Alcohol? 

Alcohol is a general term denoting a family of organic chemicals with common 

properties. From a chemical point of view, an alcohol is any organic compound in 

which a hydroxyl group (-OH) is bound to a carbon atom of an alkyl or substituted alkyl 

group. Members of this family include ethanol, methanol, isopropanol, and others. 

In general usage, "alcohol" refers specifically to ethanol, also known as grain 

alcohol, formed by the fermentation of sugars. It also often refers to any beverage that 

contains ethanol. 

As a result, what we call the alcohol percentage of a drink corresponds actually 

to its concentration in ethanol. The molecular formula of the ethanol is C2H60, 

variously represented as EtOH or C2HsOH. For this report, we will always be referring to 

ethanol when mentioning alcohol. Table 2.1 below presents the main characteristics of 

ethanol [12J. 
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Chapter 2 Alcohol and Compound Detection 

IEthanol 

H H 
I I 

H-C-C-O-H ~OH 
I I 
H H 

IGeneral 

Isystematic name 

Other names 

Ethanol 

Ethyl 

grain 

hydroxyethane, 

EtOH 

;- , , 
alcohol, 

alcohol, 

IMolecular formula II C2H60 
~====~~==~~==================~ 

Dielectric constant, Er I 24.3 Eo at 20 °C 

IMolar mass 11=\ =====:=46==.===0==68==4=4==(2:==3:=:2==) =g=/m=o=I============~ 

clear liquid IAPpearance II 

Index of refraction , 1=1 =======================~ 
1.361 

n 25 

Iproperties 

IDensity and phase II 0.789 g/cm3, liquid 

ISOIUbility in water Fully miscible 

IMelting point -114.3 °C (158.8 K) 

Isoiling point 78.4 °C (351.6 K) 

15.9 (H+ from OH group) 

\ViscoSity 1.200 cP at 20 °C 

IDiPoie moment II 1.69 D (gas) 

Table 2.1. Characteristics of Ethanol. 
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Chapter 2 Alcohol and Compound Detection 

2.1.2 How Alcohol Enters the Body? 

When a person drinks an alcoholic beverage, the alcohol begins to be absorbed into 

the body through the linings of the mouth and oesophagus. However, alcohol is mainly 

absorbed into the blood through the walls of the stomach (about 20%) and the 

intestines (about 80%). The alcohol is then distributed throughout the body via the 

bloodstream: it is dissolved in the blood and, as the blood circulates around the body, 

it enters and dissolves into the liquid of every tissue of the body. Major organs such as 

the liver, kidneys, lungs and brain absorb more alcohol. Organs such as the brain have 

special sensitivity to alcohol and its related compounds and therefore can be adversely 

affected [13]. 

The absorption and distribution of alcohol throughout the body happens 

quickly, within a few minutes of taking a drink, alcohol reaches the body's organs. How 

fast the alcohol is absorbed depends upon several factors: 

• The concentration of alcohol in the beverage - the greater the 

concentration, the faster the absorption . 

• The type of drink - carbonated beverages tend to speed up the absorption of 

alcohol. 

• Whether the stomach is full or empty - food slows down alcohol absorption. 

Once inside the tissues, alcohol exerts its effects on the body. The observed effects 

depend directly on the blood alcohol concentration (BAC), which is related to the 
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amount of alcohol consumed. The BAC can rise significantly within 20 minutes after 

having a drink [14]. 

2.1.3 How Alcohol Leaves the Body? 

Once absorbed into the bloodstream, the alcohol leaves the body in three ways: 

• The kidneys eliminate 5 percent of alcohol in the urine. To do this, the kidneys 

filter the blood - the blood is normally filtered about 20 times a day. Then, 

proteins and amino acids are reabsorbed into the blood. Waste and excess 

products do not get reabsorbed - they are excreted into the urine and then 

eliminated from the body. The kidneys also work to keep the volume of water 

in your body constant. Alcohol is a diuretic. If too much alcohol is consumed, 

the body eliminates more water than it absorbs - resulting in a dehydration, 

with dizziness and a headache. 

• The lungs exhale 5 percent of alcohol, which can be detected by breathalyzer 

devices. The lungs take in air to bring oxygen to the body and get rid of waste 

carbon dioxide. When the alcohol in the bloodstream reaches the lungs, some 

of it passes into the lungs' air sacs and is evaporated into the air. It is then 
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exhaled and eliminated from the body. This is how alcohol is detected by 

breathalysers and why it can be smelled on the breath. 

• The liver chemically breaks down the remaining alcohol (90%) into acetic 

acid. The breakdown, or oxidation, of ethanol occurs in the liver. An enzyme 

in the liver called alcohol dehydrogenase strips electrons from ethanol to 

form acetaldehyde. Another enzyme, called aldehyde dehydrogenase, 

converts the acetaldehyde, in the presence of oxygen, to acetic acid, the 

main component in vinegar. When ethanol is oxidized to acetic acid, two 

protons and two electrons are also produced. The acetic acid can be used to 

form fatty acids or can be further broken down into carbon dioxide and 

water. 

The liver can only deal with a limited amount of alcohol at a time. If too much 

alcohol is taken into the body, the liver's store of glutathione runs out, leaving the toxic 

acetaldehyde to build up in the body. This can cause headache and nausea. It can take 

three hours or more to remove the alcohol from just one drink from your system - the 

rate depending on factors such as size and gender [13J. The concentration of alcohol in 

the body depends on the amount of water contained in that body. The more water 

present in the body, the more diluted the alcohol will become as it is absorbed into the 

system. As a result, for the same quantity of alcohol consumed, the Blood Alcohol 

Concentration (BAC) will vary according to the percentage of water in the body. 
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The maximum concentration of ethanol within the body tissues is achieved 

somewhere between 30 minutes and 90 minutes following consumption. The BAC 

increases when the body absorbs alcohol faster than it can eliminate it. The body can 

only eliminate about one unit of alcohol per hour, so consuming several drinks in an 

hour will increase your BAC much more than having one drink over a period of an hour 

or more. 

As a rule of thumb, an average person can eliminate 15 ml of alcohol per hour. 

So, it would take approximately one hour to eliminate the alcohol from a 330m I can of 

beer [14]. 

2.1.4 The Effect of Alcohol 

Drinking excessive amounts of alcohol will affect a person's performance and 

behaviour. The body responds to alcohol in stages, which correspond to an increase in 

BAC. Table 2.2 shows the different effects depending on the BAC. 
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--
SAC Effect 

Become more self-confident or daring. 

Attention span shortens. 

0.03-0.12 Euphoria May look flushed. 

Judgement is not as good 
Have trouble with fine movements, such as writing or signing their 
name. 

Become sleepy. 
Have trouble understanding or remembering things (even recent 
events). 

Do not react to situations as quickly. 
0.09-0.25 Excitement 

Body movements are uncoordinated. 

Begin to lose their balance easily. 

Their vision becomes blurry. 

May have trouble sensing things (hearing, tasting, feeling, etc.). 

Confused 

Dizzy and may stagger. 

Be highly emotional -- aggressive, withdrawn or overly 
affectionate. 

0.18-0.30 Confusion 
Cannot see clearly. 

Sleepy. 

Slurred speech. 

Uncoordinated movements (trouble catching an object thrown to 
them). 

May not feel pain as readily as a sober person. 

Can barely move at all. 

Cannot respond to stimuli. 

0.25-0.40 Stupor Cannot stand or walk. 

May vomit. 

May lapse in and out of consciousness. 

Unconscious. 

Reflexes are depressed. 

0.35-0.50 Coma 
Feel cool (Iower-than-normal body temperature). 

Breathing is slower and more shallow. 

Heart rate may slow. 

May die. 

> 0.50 Death The person usually stops breathing and dies. 

Table 2.2. BAC Concentration and its Effect [14]. 
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2.2 Detection Techniques and Technologies 

On the spot detection of a driver's alcohol level is now common place. The 

method used by the police is called breath analysis. The principle of this technique 

relies on the driver breathing into a probe usually via a mouthpiece, this probe will 

then give information on the presence of alcohol in the driver's blood. Some detectors 

do not require a mouthpiece. They are mainly used at police roadblocks or in high 

intensity testing (such as in factories). In this kind of test, most subjects who have not 

consumed alcohol will have a zero alcohol level. The important factor is therefore to 

test as many subjects as quickly as possible and with minimum cost per test, in order to 

pick out those subjects who do have alcohol in their system and who may therefore be 

required to undergo further testing. It is important to consider two possible results of a 

breath test: 

• The first is a quantitative measurement of the subject's (i.e. driver) body 

alcohol concentration by analysis of deep lung or alveolar breath. This form of testing is 

generally carried out to determine if the level of alcohol in excess of a non-zero limit. 

• The second is a qualitative determination of alcohol to see if the subject 

has any alcohol at all in his or her body - but with no particular concern for how much. 

This form of test would be carried out in any country where it is forbidden to drive with 

alcohol in the body. It is also common in industry and the military. 
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The choice between these two types of measurement will depend mainly on 

the legislation in the country of use. In 1995, Breakspere and Williams [15], compared 

and studied the different aspects of breath analysers. 

In the area of breath analysers, there exist many technologies dedicated to the 

detection of alcohol. It is important to review all of them. At the moment, the most 

widely used technique in breath analysis is infrared spectrometry. These analysers 

operate on the principle that organic substances absorb infrared light at different 

wavelengths depending on their molecular structure. The quantity of radiation 

absorbed depends on the concentration of the absorbing substance present in the 

sample, and is thus a measure of it. 

The second most widely used technique for breath analysers is the fuel cell. 

Fuel cells are electrochemical devices that operate on the principle of oxidizing the 

sample. The alcohol undergoes a chemical oxidation reaction at a catalytic electrode 

surface to generate a quantitative electrical response. Since the volume of breath 

introduced into the fuel cell is constant, the electron flow is fully proportional to the 

amount of alcohol in the sample, and the electron flow generated, after passing 

through the instrument's measuring electronics, is displayed in terms of the 

concentration of alcohol present in the breath sample. 

The last technique uses colorimeters to show the presence of alcohol. This 

method is purely chemical. The technique is based on the oxidation of alcohol by an 

acidified solution of potassium dichromate, resulting in a quantitative yellow to green 
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colour change. The analytical principle is also still employed in disposable alcohol 

detector tubes (the bag and tube) used essentially for screening purposes. 

All those methods are "active" breath detection methods because the subject 

has to cooperate and blow properly into the mouthpiece. A true passive instrument, as 

the name suggests, requires the subject to do nothing. This is what the police want as it 

would allow them to test a lot of drivers, without any of the inconvenience of the 

"active" technique. 

2.2.1 Infrared and Near Infrared Spectroscopy 

Spectroscopy is the study of matter using light, sound, or particles that are 

emitted, absorbed or scattered by the matter under investigation. There are three 

possible interactions: absorption, emission and scattering [16]. Absorption is a highly 

significant interaction between electromagnetic radiation and matter. All matter 

absorbs electromagnetic waves to a certain degree and the absorption is frequency (or 

wavelength) dependent. 

The spectroscopy methods based on absorption are analytical tools used to 

determine the concentration of a particular compound, and to study the structure of a 

substance. The spectroscopy method based on absorption uses electromagnetic 

frequencies that the substance absorbs. Electromagnetic waves at a particular 
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frequency travel through the matter. After calibration, the amount of absorption can 

be related to the concentrations of the material. 

Ultraviolet/visible (UV/ Vis) absorption spectroscopy is usually performed on 

liquid samples whereas infrared (IR) spectroscopy is performed on liquid, semi-liquid 

(paste or grease), dried, solid samples or gases. Typically, X-rays are used to reveal 

chemical composition, and near ultraviolet to near infrared wavelengths are used to 

distinguish the configurations of various isomers. 

At wavelengths corresponding to the resonant energy levels of the sample, 

some of the incident photons are absorbed, resulting in a drop in the measured 

transmission intensity and a corresponding dip in the spectrum. The absorption 

spectrum can be measured using a spectrometer and by knowing the shape of the 

spectrum, the optical path length and the amount of radiation absorbed, one can 

determine the structure and concentration of the compound [17]. 

Another possible interaction between electromagnetic waves and matter is the 

emission of a new electromagnetic wave. Emission spectroscopy uses the range of 

electromagnetic frequencies in which a substance radiates best. The substance first 

absorbs energy and then re-radiates this energy as electromagnetic waves with a 

different frequency. This energy can be from a variety of sources, including collision 

(either due to high temperatures or otherwise), and chemical reactions. Emission 

spectroscopy is mainly used to examine the discrete photon emissions radiated by a 

given element. The element first absorbs energy, elevating electrons to higher energy 
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levels, and then radiates this energy as characteristic emissions of light that are directly 

related to the decrease in electron energy as it drops back to the ground state. 

The last effect that can occur is scattering. Scattering spectroscopy can 

determine certain physical properties by measuring the amount of light that a 

substance scatters at certain wavelengths, incident angles, and polarization angles [18]. 

Raman spectroscopy is a spectroscopic technique used in matter physics and 

chemistry to study vibrational, rotational, and other low-frequency modes in a system. 

It relies on inelastic scattering, or Raman scattering of monochromatic light, usually 

from a laser in the visible, near infrared, or near ultraviolet range. Phonons or other 

physical excitations in the system are absorbed or emitted by the laser light, resulting 

in the energy of the laser photons being shifted up or down. The shift in energy gives 

information about the phonon modes in the system. 

Infrared spectroscopy yields similar, but complementary information. Light 

from the illuminated spot is collected with a lens and sent through a monochromator. 

Wavelengths close to the laser (due to elastic Rayleigh scattering) are filtered out and 

those in a certain spectral window away from the laser line are dispersed onto a 

detector. Spontaneous Raman scattering is typically very weak, and as a result the 

main difficulty of Raman spectroscopy is separating the weak inelastically scattered 

light from the intense Rayleigh scattered laser light. Raman spectrometers typically use 

holographic diffraction gratings and multiple dispersion stages to achieve a high degree 
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of laser rejection. A photon-counting photomultiplier tube (PMT) or, more commonly, 

a CCD camera is used to detect the Raman scattered light (frequency shift of a 

medium). 

2.2.2 Infrared and Near Infrared Spectroscopy Applications 

The different kinds of interaction between matter and electromagnetic waves 

has lead to thousands of applications but just a few of these relate to the human body. 

Human in-vivo compound detection is still a very large challenge. However, some 

techniques already exist and most of them are based on near infrared or infrared 

spectroscopy. 

Near-infrared spectroscopy (NIRS) utilises the region of the electromagnetic 

spectrum between about 800 nm and 2500 nm. The typical applications of the near 

infrared spectroscopy include pharmaceutical, medical diagnostics, food and 

agrochemical quality control. One of its medical application is the process called pulse 

oximetry. Pulse oximetry is a non invasive method of measuring a person's oxygenation 

level by monitoring the percentage of haemoglobin which is saturated with oxygen 

(oxyhaemoglobin). A probe is attached to the patient's finger (Figure 2.1). This probe 

contains a pair of small light-emitting diodes facing a photodiode. One LED emits red 

light, with a wavelength of 660 nm, and the other emits infrared, 910 nm. Absorption 

at these wavelengths differs significantly between oxyhaemoglobin and its 
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deoxygenated form [20] as shown in figure 2.2, the oxy/deoxyhaemoglobin ratio can 

be calculated . 

Figure 2.1. The Pulse Oxymetry Device (20) . 
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Figure 2.2. Oxygenated and Deoxygenated Haemoglobin Absorption Wavelength . 

As the light from the two LEDs pass through the body tissues to the photo-

detector, it is absorbed by blood and soft tissue (Figure 2.3). At the measuring site 

there are constant light absorbers that are always present. They are skin, tissue, 

venous blood, and arterial blood. However, with each heart beat the heart contracts 

and there is a surge of arterial blood, which momentarily increases arterial blood 
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volume across the measuring site (Figure 2.4). By examining only the varying part of 

the absorption spectrum, absorption due to tissues or nail polish 1211 are ignored and 

only the absorption caused by arterial blood is analysed. 

Figure 2.3. Principle of IR Absorption Spectroscopy (21). 

The ratio of the transmitted red (R) and infrared (IR) signals are received by the 

photo-detector, is compared to a look-up table that converts the ratio to a Sp02 value. 

The Sp02 is the saturation of peripheral oxygen is an estimate of the oxygen saturation 

levels. Most manufacturers have their own look-up tables based on calibration curves 

derived from healthy subjects at various Sp02 levels. Typically an R/IR ratio of 0.5 

equates to approximately 100% Sp02, a ratio of 1.0 to approximately 82% Sp02, while a 

ratio of 2.0 equates to 0% Sp02. 
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Figure 2.4. IR Absorption in a Finger (21). 
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If the light absorption at the trough {which should include all the constant 

absorbers} is subtracted from the light absorption at the peak then, in theory, the 

resultants are the absorption characteristics due to added volume of blood only; which 

is arterial. Since peaks occur with each heartbeat or pulse, the term "pulse oxymetry" 

was coined. This solved many problems inherent to oxymetry measurements in the 

past and is the method used today in conventional pulse oxymetry. It was important to 

present this application as the final aim of the project is the determination of the 

alcohol in the blood by monitoring a finger. As a result, this application is related to our 

project. This explanation was also necessary to introduce the existing non-invasive 

method of alcohol detection using infrared [22]. The system is named TruTouch and it 

has been designed by the company TruTouch Technology Inc. [23]. This technology is 

also based on near infrared spectroscopy and the method they used is based on the 

detection of alcohol through NIFTS {Near Infrared Fourier's Transform Spectrometer}. 

The Fourier transform spectrometer {FTS} [24] is based on a Michelson configuration 

[25] {Figure 2.5}. 

Figure 2.S. The Fourier Transform Spectrometer [25) . 
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Moving the scanning retro-reflector alters the phase shift between the two 

beams producing sinusoidal intensity variations at the detector that have frequencies 

proportional to the wavelengths of the incoming light. The system is shown in use in 

figure 2.6. 

Figure 2.6. The TruTouch Device [23] . 

The method of detection used is based on the detection of alcohol in the 

capillary blood of a thin layer of the skin [26] . It is currently very hard to find any 

technical information about their system as the technology is very well protected by 

commercial secrecy. However, the results presented are relevant to this study (Figure 

2.7). As we can see in the graph presented in Figure 2.7, their results show an overall 

linearity in the detection of alcohol through the skin layers. Moreover, their technology 

shows a better result than the breath analysers. It would be interesting to know what 

kind of breath analyser they used for these results, however this information was not 

available. 
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Figure 2.7. The TruTouch Measurment Results (22) . 

However, in this project, it was decided to use the microwave region, not the 

infrared. Microwaves are applied to a cavity resonator to monitor the alcohol. At the 

moment, this technology has already been used in the food industry. It is therefore 

essential to review this process [27]. 

The method used is called Guided Microwave Spectrometry (GMS). It can detect 

non-polar, semi-polar and polar components in a solid, semi -solid or fluid mixture 

flowing in a process stream [27]. It transmits milliwatts of microwaves through the 

sample to a sensor. Microwaves are directed through a waveguide in a confined area of 

the material under test. 

Microwaves operate at a frequency range which is sufficiently low to be very 

sensitive to the presence of polar molecules (such as water) as well as DC conductivity 

changes (such as ion/salt concentrations). Microwaves also have the advantage 

penetrating the entire mixture and not just the surface. The technique is being 

commercially used in food processing facilities [27]. 
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As the microwaves penetrate through the material, the waves rotate molecules 

into or out of polar alignment. This spectroscopic technique is also called rotational 

spectroscopy as the spectrum depends of the rotation of the molecules. The energy 

needed to rotate the molecules reduces the velocity and wavelength of the 

microwaves as a function of the molecules' average dipole moment. Molecule 

responses change with frequency, thus a range of frequency is used (e.g. 0.2 GHz to 3.2 

GHz). 

The material under test is placed in a measurement chamber that mimics a 

section of RF waveguide. The GMS spectrometer applies a sinusoidal microwave signal 

to the material that passes through the sample in the chamber providing a 

representative measurement of the bulk product. The scalar response is measured 

over a wide bandwidth at wavelengths long enough to mitigate errors that can be 

introduced by reflections due to the particular dimensions. Due to the unique shape of 

the cavity, the electromagnetic energy is held within the waveguide thereby 

minimizing upstream and downstream turbulence effects. 

In the presence of microwave energy, the polar molecules in the sample rotate 

and align themselves with the electromagnetic field, similar to aligning the poles on a 

magnet. The movement of the molecules causes the microwave signal to be 

attenuated and the velocity of the wave decreases as it passes through the sample. 

Some of the most recent research conducted on the Guided Microwave 

Spectroscopy has been the detection of ethanol in different water-ethanol mixes. 
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This research was conducted in 2001 by Anthony D. Walmsley and Victoria C. 

Loades [28] from the Department of Chemistry of the University of Hull in England. 

Their research paper entitled "Determination of acetonitrile and ethanol in water by 

guided microwave spectroscopy with multivariate calibration" demonstrates the 

possibility of the detection of ethanol in different concentrations. 

During their research, they used a GMS from Epsilon Industrial Inc. (the 

company which created the GMS process) which has a cavity resonator of 10.0 x 4.7 x 

11.5 cm. They researched the possibility of detecting ethanol with an accuracy of 1.1%. 

They obtained those results using a combination of Partial least squares (PLS) and 

weighted ridge regression (WRR) to model the system. 

2.2.3 Fuel Cells 

Sir William Grove invented the first fuel cell in 1839. Grove knew that water could be 

split into hydrogen and oxygen by sending an electric current through it (a process 

called electrolysis). He hypothesized that by reversing the procedure it would be 

possible to produce electricity and water. He created a primitive fuel cell and called it a 

gas voltaic battery. After experimenting with his new invention, Grove proved his 

hypothesis. Fifty years later, scientists Ludwig Mond and Charles Langer coined the 

term fuel cell while attempting to build a practical model to produce electricity [29]. In 

principle, a fuel cell operates like a battery. Unlike a battery, a fuel cell does not run 
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down or require recharging. It will produce energy in the form of electricity and heat as 

long as fuel and electrodes are supplied. 

Fuel cells generate electricity by a chemical reaction . Every fuel cell has two 

electrodes the anode and cathode (see Figure 2.8). The reactions that produce 

electricity take place at the electrodes. Every fuel cell also has an electrolyte, which 

carries electrically charged particles from one electrode to the other, and a catalyst, 

which speeds the reactions at the electrodes. 
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Figure 2.8. Principle of a fuel cell [29] . 
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Hydrogen atoms enter a fuel cell at the anode where a chemical reaction strips 

them of their electrons. The hydrogen atoms are now ionized, and carry a positive 

electrical charge. The negatively charged electrons provide the current through wires 

to do work (Le. provide electrical energy) [30]. Hydrogen is the basic fuel, but fuel cells 

also require oxygen. One great appeal of fuel cells is that they generate electricity with 
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very little pollution-much of the hydrogen and oxygen used in generating electricity 

ultimately combines to form water. A single fuel cell generates a small amount of 

direct current (typically O.6V-O.7V). In practice, many fuel cells are usually assembled 

into a stack. 

2.2.4 Fuel Cell Applications 

Fuel cell breathalysers have two platinum electrodes with a porous acid-

electrolyte material sandwiched between them. As the exhaled air from the subject 

flows past one side of the fuel cell, the platinum oxidizes any alcohol in the air to 

produce acetic acid, protons and electrons. A current is measured as the electrons flow 

through a wire from the platinum electrode on one side (anode) to the platinum 

electrode on the other side (cathode). The protons move through the lower portion of 

the fuel cell and combine with oxygen and the electrons on the other side to form 

water (See Figure 2.9). 
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Figure 2.9. Fuel Cell used for breath alcohol detection (31). 
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When introducing a precise volume of breath sample into a fuel cell quickly, the 

output current from the cell rises from zero to a peak, and then ultimately decays back 

to zero. The rate at which this happens is highly dependent on the load resistor across 

the output terminals of the sensor. Traditionally, measurement instruments used fuel 

cells with load resistors of several hundred to one thousand ohms and used the 

amplitude of the voltage peak across the resistor as the measure of alcohol content in 

the sample. The Intoximeters, including the AlcoSensor's range uses a peak 

measurement technique. Although this technique produces good linearity, the time to 

complete the conversion of alcohol to electric current increases because of the load 

resistance of the measurement circuit. The more alcohol there is oxidize, the greater 

the electrical current. A microprocessor then measures the electrical current and 

calculates the BrAC (BReath Alcohol Concentration) [31]. 

Another example of fuel cell application is the Secure Continuous Remote 

Alcohol Monitor (SCRAM) Bracelet. The system is a tamper-proof ankle tag that allows 

police and probation authorities to constantly monitor criminals' alcohol consumption 

while they are on probation or bail (is being introduced in states across the US). If a 

person is convicted of crimes such as drink driving, or being drunk and disorderly, 

courts can use the system to impose a drinking ban as an alternative to prison. It 

weighs 227g and consists of two modules that are held on opposite sides of the 

subject's ankle by a strap and a tamper clip, resembling an electronic ankle tag. The 
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right side contains the ethanol sensing circuits (fuel cells) that measure the TAC 

(Transdermal Alcohol Concentration). The left side electronics are for security 

(obstructing, interfering), tamper detection, temperature sensing and removal 

detection. It incorporates technology using the science of transdermal testing to 

determine a person's TAC level. The device measures insensible perspiration (gaseous), 

which is the constant, imperceptible excretion of sweat through the skin using a fuel 

cell. The average person emits approximately one litre of insensible perspiration each 

day. SCRAM measures the ethanol gas in this insensible perspiration, which is a 

predictable result of alcohol consumption. Figure 2.10 shows how the bracelet is worn. 

Figure 2.10. The SCRAM bracelet (32) . 

2.2.5 Other Methods for Alcohol Detection 

The earliest technique for alcohol screening is colorimetry. The first Alco test 

device was developed in 1953 and found early broad application in police practice. The 

first devices were blowing tubes and bags, which indicated the content of alcohol in 
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the breath sample by a colour change, using a chemical reaction (Figure 2.11). Today 

these tubes are still being produced but mainly for private use self-check and police 

screening. The original function mode of the early Aleo-test appears today with the 

name of Aleo-check test tube. 

Figure 2.11. The Aleo-Check Device (left picture); (right picture) from left to right: unused tube, below 

the limit, reached the limit, above the limit (34) . 

The approximate content of alcohol in the exhaled air is indicated by means of a 

reaction of ethanol with the chemicals contained in the tube which cause a colour 

change. The tubes contain silicagel and a mixture of potassium dichromate and 

sulphuric acid. If ethanol is present in the breath sample, then the yellow potassium 

dichromate is reduced to green chrome. The colorimeter therefore uses the oxidisation 

properties of ethanol. The content of ethanol is indicated by the length of the colour 

change. A line serves as a marker for the drink driving limit. The size of the breath 

sample has to be the same for each measurement as the system has been calibrated 

for a certain amount of breath; this is why a bag is used. Tests are only usable once 

[34] . 
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Another colorimetric device (Figure 2.12) uses saliva to detect the Saliva Alcohol 

Concentration (SAC). Alco-Screen produces a colour change in the presence of saliva 

alcohol ranging from a light green-gray colour at 0.02% blood alcohol concentration to 

a dark blue-gray colour near 0.30% blood alcohol concentration. It consists of a plastic 

strip with a reactive pad situated at one end . 

Figure 2.12. The Alco Screen Device [33) . 

The strip's tip will turn shades of green to blue depending on the amount of 

alcohol using alcohol oxidase and peroxidase chemistry. Colour blocks are provided 

within this range to allow an approximation of blood alcohol concentration to be made 

[33] . 

Summary 

This chapter explains how the human body excretes consumed alcohol and 

discusses the various techniques currently used for alcohol detection and the use of 

electromagnetic waves for the detection and characterisation of materials. 
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3 ELECTROMAGNETIC WAVES IN THE 

MICROWAVE REGION 

3.1 Properties of Electromagnetic Waves 

The existence of electromagnetic waves {including microwaves} was predicted 

by James Clerk Maxwell in 1864, using the equations that are now named after him. In 

1888, Heinrich Hertz was the first to demonstrate the existence of electromagnetic 

waves by building an apparatus that produced and detected waves in the UHF region. 

For time varying fields in the presence of a dielectric, the Maxwell equations take on 

the following forms: 

V·D=p 

aB 
VxE=--

dt 

V·B=O 
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Where 0 is the electric flux density, p is the (free) charge density, E is the 

electric field intensity, B is the magnetic flux density, H is the magnetic field intensity, C 

is the speed of light and J is the free current density [35]. 

The microwave range includes ultra high frequency (UHF) (0.3-3 GHz), super 

high frequency (SHF) (3-30 GHz), and extremely high frequency (EHF) (30-300 GHz) 

signals. Microwave is a term loosely applied to identify electromagnetic waves above 

300 megahertz in frequency because of the short physical wavelengths of these 

frequencies. Short wavelength energy offers distinct advantages in many applications. 

For instance, excellent directivity can be obtained using relatively small antennas and 

low-power transmitters. These features are ideal for use in both military and civilian 

radar and communication applications. On the other hand, microwave frequencies 

present special problems in transmission, generation, and circuit design that are not 

encountered at lower frequencies. The concept of electromagnetic field interaction is 

not entirely new, since electromagnetic fields form the basis of all antenna theory [36]. 

An electromagnetic wave consists of two fields, an electric field and a magnetic 

field, which are perpendicular to each other and to the direction of propagation of the 

wave front. Figure 3.1 shows a representation of a propagating electromagnetic wave 

[37]. The fields quantities, units and symbols related to the electromagnetic wave are 

presented in table 3.1. 
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Figure 3.1. Schematic view of an electromagnetic wave (37) . 

Field 
Symbol Unit 

Quantity 

Field Intensity E Vim 
Electric 

Flux density (1m 2 D 

Magnetic 
Field Intensity H Aim 
Flux density B T 

Table 3.1. Electric and magnetic field quantities. (38) 

The electric field results from the charge distribution of the voltage, and the 

magnetic field results from the flow of current. The electric and magnetic fields that 

radiate from an antenna form the electromagnetic field . This field is responsible for the 

transmission and reception of electromagnetic energy through free space. An antenna, 

however, is also part of the electrical circuit of a transmitter or a receiver and is 

equivalent to a circuit containing inductance, capacitance, and resistance. Therefore, 

the antenna can be expected to display definite voltage and current relationships with 
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respect to a given input. A current through the antenna produces a magnetic field, and 

a charge distribution on the antenna produces an electric field. These two fields 

combine to form the induction field [39]. However, the induction field refers to the 

stored energy around an antenna rather than the transmitted energy. 

Electromagnetic waves exist at different wavelengths and frequencies but 

include groups such as radio waves, microwaves, infrared radiation, visible light, 

ultraviolet radiation, X-rays, and gamma rays. Collectively, these wavelengths and 

frequencies make up the electromagnetic spectrum, as shown in figure 3.2. 

Microwaves are electromagnetic waves with wavelengths longer than those of 

Terahertz (THz) wavelengths, but relatively short for radio waves. Microwaves have 

wavelengths approximately in the range of 30 cm (frequency = 1 GHz) to 1 mm 

(300 GHz). However, the boundaries between far infrared light, Terahertz radiation, 

microwaves, and ultra-high-frequency radio waves are fairly arbitrary [40]. 
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Around every electrically charged object is a force field that can be detected 

and measured . Th is force field can cause electric charges to move in the field . When an 

object is charged elect rically, there is either a greater or a smaller concentration of 

electrons than normal. Thus, a difference of potential exists between a charged object 

and an uncharged object. An electric field is, therefore, associated with a difference of 

potential, or a voltage. 
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This invisible field of force is commonly represented by lines that are drawn to 

show the paths along which the force acts. The lines (flux) representing the electric 

field are drawn in the direction that a single positive charge would normally move 

under the influence of that field. A large electric force is shown by a large 

concentration of lines; a weak force is indicated by a few lines. 

When a capacitor is connected across a DC voltage source it will begin to 

accumulate charge (See Figure 3.3) Because of the EMF (electromotive force) of the 

battery, negative charges flow to the lower plate, leaving the upper plate positively 

charged. As the stored charge increases, the electric field also builds up. The flux lines 

are directed from the positive to the negative charges and at right angles to the plates. 

When the capacitor is fully charged, the voltage of the capacitor is equal to the voltage 

of the source. The charged capacitor stores the energy in the form of an electric field. It 

can be said, therefore, that the presence of an electric field indicates voltage or 

potential difference. 

r---------------, 

I 
t J1I +111 +1I +m HI + 1II +11 +r eY +]1 

I 
I L _____________ J 

Figure 3.3. Capacitor charged by a DC battery, creating electrical fields (38) . 
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If changed to an AC voltage source, the direction of the polarity of the electric 

field will change periodically at the frequency of the voltage source. The electric field 

will build up from zero to a maximum in one direction and then collapse back to zero. 

Next, the field will build up to maximum in the opposite direction and then collapse 

back to zero. This complete reversal occurs during a single cycle of the source voltage. 

The half-wave dipole antenna (two separate rods in line as illustrated in Figure 

3.4) is the fundamental element normally used as a starting point in any discussion 

concerning the radiation of electromagnetic energy into space. If RF (Radio Frequency) 

energy from the ac generator (or transmitter) is supplied to the element of an antenna, 

the voltage across the antenna lags the current by 90 degrees. The antenna acts as if it 

were a capaCitor [38] . 
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Figure 3.4. Electrical Fields of a Half-Wave Dipole Antenna. 
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3.1.2 The Magnetic Field 

When current flows through a conductor, a magnetic field is set up in the area 

surrounding the conductor (i.e. any moving electric charge creates a magnetic field) . 

The magnetic field is a region in space where a magnetic force can be detected and 

measured. There are two other fields involved-an induction field (or near field), which 

exists close to the conductor carrying the current, and the radiation field (or far field), 

which travels through space. To represent the magnetic field, lines of force are used to 

illustrate the energy. Magnetic lines are created by the flow of current rather than the 

change of voltage. The magnetic lines of force, therefore, are drawn at right angles to 

the direction of current flow. In Figure 3.5, the magnetic field shown in black are 

created by the current flow shown in red. 

+ -

Figure 3.5. Magnetic fields created in a cable by current flow supplied by a DC power source[37J . 
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There is a quick way to remember the direction of both fields. The method is 

called 'The Right Hand Rule' [37, 38]. 

3.1.3 Transmission System Properties 

For every device shown on the electromagnetic spectrum, transmission of 

energy is necessary. Transmission systems are used to transfer energy from one point 

to another. The energy transferred may be electrical power, or digital/analogue/optical 

signals. The system may be a transmission line such as waveguide, a microstrip line, a 

coplanar waveguide, an optical fiber or a cable. 

Historically the bifilar cables line is the first type of transmission line used for 

telegraphic communications and telephones. Two connectors are held using insulated 

holders regularly spaced approximately every 20cm, and having the air as the 

dielectric. Figure 3.6 shows the profile of bifilar cables. 

Figure 3.6. Bifilar cables. 

The losses were very low and allowed communications over 20-30km without 

any intermediate amplification. 
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Coaxial lines have larger bandwidths which allow a few hundred telephone 

communications at once when the signal is modulated in frequency. Figure 3.7 displays 

the profile view of a coaxial cable. 

Figure 3.7. Coaxial line. 

The exterior conductor cylinder protects the inner conductor against losses and 

interference. The distance between the outer and inner conductors is kept constant by 

adding a cylinder of dielectric between them. 

Some other well known types of transmission lines are the microstrip (figure 

3.8(a)), the slot line (figure 3.8(b)) and the coplanar waveguide (figure 3.8(c)). They 

have an essential part in laboratory testing and in passive component production. 

(a) (b) (c) 
Figure 3.8. Microstrip line (al, Slot line (bl and coplanar waveguide (cl. 

The microstrip line composes a dielectric substrate completely metalised on 

one side (ground) and has a metallic line on the other side. The slot line does not have 
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a ground plane. The two conductors forming the transmission line are on the same side 

of the dielectric. The coplanar waveguide has three metallic strips on the same side of 

the dielectric, separated by two air slots. 

Waveguides are perhaps the most used type of transmission line used for 

frequencies above 2GHz. Figure 3.9 shows the two most common kinds of electrical 

waveguide, rectangular and circular. They are usually made of copper or brass. As their 

length is usually a multiple of the wavelength, they are typically used for microwave 

frequencies (lGHz-300GHz rarely below). 

Figure 3.9. Rectangular and circular waveguides. 

Their losses are very small because air is used as the dielectric, and their 

walls present very little Joule losses. They are easy to build and offer total protection 

against interference. 
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The last type of transmission line presented in this thesis is the dielectric 

waveguide. The core is a dielectric completely surrounded by another dielectric. The 

profile view is shown in figure 3.10. 

Figure 3.10. Dielectric waveguide. 

The waves propagate by consecutive reflection at the interface between the 

two dielectrics similarly to the reflection between air and walls in a metallic waveguide. 

Fibre optics are dielectric waveguides [42]. 

3.1.4 Structure Transitions 

When building microwave circuits, it is impossible to avoid transition between 

different type of structures (coaxial line to waveguide, coaxial line to microstrip, 

rectangular to circular waveguide, etc). The function of a microwave transition is to 

couple the electromagnetic wave from one type of transmission structure to another. 
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It transforms the electromagnetic field distribution of a transmission structure to 

conform to the boundary conditions of another transmission structure [39]. Figure 3.11 

shows different structures and their fields. The solid lines represent the electric fields 

and the dashed lines represent the magnetic fields. 

(a) (b) (c) 
Figure 3.11. Field distribution of three types of transmission structure, rectangular waveguide (a), 

Coaxial line (bJ, Microstrip (c) (43). 

The objective of a transition design is to make the transformation between 

different types of transmission structures as efficient as possible. To obtain good 

transformations, two requirements should be considered: impedance matching and 

field matching. The transition from one structure to another needs to be made 

gradually. To achieve both field matching and impedance matching, most of the 

transitions use step transition or continuous taper transition approaches. 

3.2 Reflection, Transmission and Standing Waves 

Microwaves or optical waves have a high probability of encountering obstacles 

along their transmission path (see Figure 3.12). An obstacle is a medium with finite 
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boundaries which causes perturbation/change in the direction of the waves. An 

incident plane travelling in the first medium hits the boundary of a second medium. If 

the second medium is a perfect conductor, then all the energy in the plane wave is 

reflected. If the second medium is a dielectric, part of the wave is reflected and part is 

transmitted (or refracted). The sum of the transmitted wave and the reflected wave is 

always equal to the incident wave, th is is a fundamental equation. 

Incident Wave Reflected Wave 

, , , , 
It 

Transmitted or 

Refracted Wave 

Figure 3.12. Wave properties. 

3.2.1 Wave Normally Incident On a Conductor 

In figure 3.13, medium 1 is a dielectric characterised by its permittivity c and its 

permeability J1 in which the incident wave (Hj ,Jij) and reflected wave (Hr ,Ifd 

propagate. Medium 2 is a perfect conductor, inside which the electromagnetic field is 

nil. Xis the interface between these two media. 
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--- - --- - - - --- -- - - - -- --- -i--- - -~ o z 

Figure 3.13. Plane wave normally incident on a conductor. 

The incident wave is perpendicular with the surface L, as well as Ei and Hi. If the 

Oz axis is parallel with the direction of propagation, the complex instant value of Ej and 

Hj are given by: 

ei (z,t) = Ei ei (wt -kz) 

hi (z,t) = Hi ei (wt - kz) 

2IT 
hh k = - wave number 

A 

{3.5} 

(3.6) 

At the conductor, the incident wave is reflected and the resulting reflected 

wave {Er ,Hr} propagates perpendicularly to :r and in the reverse direction {-z}. The 

expressions for Er and Hr in instant complex values are as follows: 

er (z,t) = Er ei (w t+kz) {3.7} 

hr (z,t) = Hr ei (wt+ kz) {3 .8} 

Lionel WENDLING 50 



Chapter 3 Electromagnetic Waves in the Microwave Region 

We then obtain the ratios which define the intrinsic impedance (0: 

(3.9) 

The three axes formed by vectors E, Ii, and z must remain the same, as the 

reflected signal is travelling in the reverse direction, therefore, Ej=-Er and Hj=Hr. 

Figure 3.14 shows the change of direction of the fields of a electromagnetic wave 

normally incident on a perfect conductor. 

Figure 3.14. Change of direction of normally incident wave against a perfect conductor. 

The overall electromagnetic field at a point z in the dielectric is the result of the 

superposition of the incident wave and the reflected wave: 

e(z,t) = Ej ei (wt - kz) + Er e i(wt+kz) (3.10) 
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= -2j Ei sin kz eiwt 

n(z,t) = Hi eJ(wt-kz) + Hr ei(wt+kz) 

= Hi (e-jkz + e1kz) ejwt 

= 2 Hi cos kz eiwt 

Another expression of f(z,t) is: 

e (z,t) = 2 Ei cos(kz - 1£/2) eJ(wt-n/2) 

(3.11) 

(3.12) 

This means that the electric field and the magnetic field are always at a -rr/2 angle in 

time and space. Therefore, a standing wave can be created: 

• In the E plane, and in every plane situated at n(Jt./2) (n is an integer), the 

electrical field is nil and the magnetic field is maximal or minimal. 

• In every plane situated at (2n+l)J../4, it is the opposite, the electrical field is 

maximal or minimal and the magnetic field is nil. 

Note that polarisation problems are not difficult in the case of normally incident waves 

because the electric and magnetic fields keep a uniform polarisation at any point in 

space. 
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3.2.2 Wave Obliquely Incident on a Conductor 

In figure 3.15, the incident plane is defined by y Oz. There are two fundamental 

polarisations: 

• If the electrical field Eis perpendicular to the incident plane (the magnetic field 

His then parallel to the incident plane). This polarisation is called T.E. 

(Transverse Electric) mode. 

• If the magnetic field His perpendicular to the incident plane (the electric field E 

will also be parallel to the incident plane). This is called T.M. (Transverse 

Magnetic) mode. 

If E is perpendicular with the incident plane: T.E. mode 

Er is going in, following 

the x direction 

E; is coming out, following 

the -x direction Hi 

Ei 

HiN 

Figure 3.15. T.E. Reflection on Perfect Conductor at an angle. 

The incident wave 
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By applying the rule of continuity of the vectors E, If and z and knowing the 

properties of the surface 1: (EiT+ErT=O): Ei=-Er. The magnetic field H can be 

decomposed into two vectors. The vectors HjN being the vector perpendicular to the 

surface 1:, and the vector H jT being the tangent (or parallel vector) to the surface 1:. 

The expressions of the Ejand H;'fields in complex amplitude are the following: 

Eix = -E ejkysin'P e-jkzcos'P 

Hiy = H cos lJI ejkysin'P e-jkzcos'P 

Hiz = -E sin lJI ejkysin'P e-jkzcos'P 

(3.13) 

(3.14) 

(3.15) 

E and H are the amplitude at the origin of the electric field and magnetic field 

of the incident wave. 

The re.flected Wave 

The electric field is still perpendicular to the incident plane formed by yOz and 

therefore has only one constituent in the x direction. The magnetic field is still in the 

incident plane and therefore, has two constituents in yand z. 

E
rx 

= E e-jkysin'P e-jkzcos'P 

Hry = I-i coslJl e-jkysin'P e-jkzcos'P 

Hrz = - H sin lJI e-jkysin'P e-jkzcos'P 
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Total fields 

On any point of the dielectric, the electromagnetic state is the superposition of 

the incident wave and the reflected wave. The complex amplitudes of the resulting 

fields are: 

Ex = -2jE sin(ky sin lJI) e-jkzcosq,r (3.19) 

Hy = -2jH cos lJI sin(ky sin lJI) e-lkzcosq,r (3.20) 

Hz = - 2 H sin lJI cos (ky sin lJI) e -jkz cos q,r (3.21) 

It is now possible to know in which direction the energy is propagating by 

calculating the three Poynting's vector: 

- 1 - -
P=-ExH* 

2 

- 1 
Px= '2 (Ey Hz*-Ez Hy*)=O 

Therefore there is no propagation of energy in the Ox direction. 

- 1 1 
Py= '2 (Ez Hx*-Ex Hz*)= - '2 Ex Hz* 

Py= -j2EH sin lJI sin(ky sin lJI) cos(ky sin lJI) 
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Note that Pya purely imaginary. The energy that propagates in the Oy direction is the 

reactive power. 

(3.26) 

Pz= 2EH cos tJI sin 2 (ky sin tJI) (3.27) 

P z is a real number: The power propagating in the Oz direction is the real 

power. The propagation is characterised by a standing wave in the y direction 

perpendicular to the surface I, and by a travelling wave in the Ozdirection. 

The wave impedance of propagation of the active power in the Oz direction is 

given by: 

~z - Ey _ E 
- - Hx - H cos 'P 

~TE =-(
cos'P 

If H is perpendicular with the incident plane: T.M. mode 

(3.28) 

(3.29) 

Figure 3.16 shows the reflection of wave in TM mode on a perfect conductor at 

an angle. 
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liris going in, following 

the xdirection 

!-Ijis coming out, 

following the -xdirection 
____________ ~~~~ ______ ~~~ z 

x 

Figure 3.16. T.M. Refl ection on Perfect Conductor at an angle. 

Incident Wave 

Again, the electric field E being in the incident wave plane, can be decomposed 

in two vectors: The vectors EjN being the vector perpendicular to the surface 1:, and 

the vector EjT being the tangent (or parallel vector) to the surface I. The expressions 

of the Ejand !ljfields in complex amplitude are the following: 

Hix = -H ejkysin'¥ e-jkzcos '¥ (3 .30) 

Eiy = E cos lJ1 ejkysin'¥ e-jkzcos\jJ (3.31) 

Eiz = E sin \I' e jky sin '¥ e - jkz cos \jJ (3.32) 

Reflected Wave 

Considering that EjT + Err = 0 at the surface I and by respecting the 

continuity and direction of vectors 11- Ii; Z: 
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Ej = -Er 

Hi = Hr 

The expressions of .Erand Iir then become: 

Total fields 

Hrx = -H e-jkysinlJl e -jkz cos lJI 

Ery = E cos \Jl e -jky sin lJI e -jkz cos lJI 

Erz = - E sin \Jl e -jky sin lJI e -jkz cos lJI 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

The complex amplitude of the superposition of both waves decomposed in X; y 

and zgives: 

Hx = -2H cos(ky sin'!') e- jkz coslJl 

Ey = 2E cos'!' cos(ky sin\Jl) e- jkz coslJl 

Ez = 2jE sin \Jl sin(ky sin\Jl) e-jkz coslJl 

(3.38) 

(3.39) 

(3.40) 

Calculating average Poynting's vectors again, one can demonstrate that Ex is 

nil, J!y is purely imaginary and J!z is a real number. This means that there is only real 
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power propagated in the Oz direction. In the magnetic transverse mode, the wave 

impedance is given by: 

E E 
~z = - .::::j[ = - cos lJ1 

Hx H 

~TM = ~ cos lJ1 

(3.41) 

(3.42) 

3.2.3 Reflection and Transmission between Two Dielectrics 

If E;s perpendicular with the incident plane: T.E. mode 

Figure 3.17 shows the reflection and transmission of a magnetic wave between two 

dielectrics. 

Hi 

H field direction 

Figure 3.17. T.E. wave properties between two dielectrics. 

Lionel WENDLING 59 



Chapter 3 Electromagnetic Waves in the Microwave Region 

To understand the propagation through dielectrics, we need to establish the 

fields Hand Hconditions of continuity between the both dielectrics first. As they are 

applicable to the tangential components of the fields, it is important to notice that, in 

the transverse electric: 

• Efields are tangential to I. 

• The tangential components of the H fields are in cosO. 

The complex amplitudes are then as follow: 

(3.43) 

(3.44) 

As 

Therefore, 

{

Ei + Er= Et 

Ei -Er = Et ~1/~2 • cos 82 / cos 81 

(3.45) 

(3.46) 

The Efield transmission coefficient in TE mode TE(TE) and the reflection coefficient 

RE(TE) are as follows: 

(3.47) 
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(3.48) 

Because Hr/Hi = -(Er/EJ it is then only needed to change the sign of the Efield 

reflection coefficient to get the reflection coefficient of the H field. 

RH(TE) = -RE(TE) 

Concerning the transmission coefficient, 

TH(TE) = TE(TE)ll 
~2 

Generally 111= 112= 110, therefore, 

After multiplying RE(TE) and TE(TE) by 
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and simplifying them, we obtain : 

(3.53) 

TE TE = 2.JEj" cos 91 

( ) .JEj" cos 91 + .fEZ cos 92 
(3.54) 

One can see that TE(TE) is always positive, because 0°::;81::;90° and 

0°::;82::;90° , RE(TE} on the other hand can, depending of the values of .JEi cos 81 

and ..fEZ cos 82 be positive or negative. 

On figure 3.18 (left), £2>£1 then (h<82 and cos 81>cOS 82- On figure 

@ Into Paper o Out of Paper 

Figure 3.18. Reflection of a T.E. wave depending on the dielectrics E2and El' 
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In other terms, if the permitivity '1 is greater than '2, Er is in the direction as 

Ej. If the permitivity '1 is less than '2, Eris in the opposite direction Hi- In both case Ht 

is positive. 

If H is perpendicular with the incident plane: T.M. mode 

Again to understand the propagation through dielectrics, we need to establish 

the fields Eand liconditions of continuity between the both dielectrics first. As they 

are applicable to the tangential components of the fields, it is important to notice that, 

in the TE mode: 

• lifields are tangential to I. 

• The tangential components of the Efields are in cosO. 

The complex amplitudes are then as follow: 

(3.55) 

(3.56) 

Figure 3.19 shows the properties of a TM mode between two dielectrics. 
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I ---~~ E, 

E field direction ---~~=:::±===~e::~"'""'""--E~2-

Figure 3.19. T.M. wave properties between two dielectrics. 

As 

Therefore, (3.57) 

(3.58) 

The E field transmission coefficient in TM mode TE(TM) and the reflection coefficient 

RE(TM) are as follows: 

(3.59) 

TE TE = 2 ~2 cos 91 
( ) ~1 cos 9 1 +~2 cos 9 2 

(3.60) 
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Again, like for the TE mode, it is then only needed to change the sign of the E field 

reflection to get the reflection of the H field. 

(3.61) 

The transmission coefficient, 

(3.62) 

Generally /11= /12= /10, therefore, 

(3.63) 

and, 

(3.64) 

After multiplying RE(TE) and TE(TE) by VEl E2/v Elf-2 and simplifying them, we 

obtain: 

R _ ..fEj cos 9z- .JEi. cos 9, 
E(TM) - .JEi. cos 91 + v'£l cos 92 

(3.65) 
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-!£2 cos 81 + ..;r:; cos 82 
(3.66) 

In the TM polarisation mode, the transmission of the electric field T E(TM) is 

constantly positive contrary to the reflection of the electric field RE(TM) that can be 

either positive or negative depending on the repective values of -JEt cos 82 and 

On figure 3.20 left, JEi cos 82 > ...fEZ cos 81, on the right JEi cos 82 < 

.JE2 cos 81 [44]. 

® Into Paper o Out of Paper 

Figure 3.20. Reflection of a T.M. wave depending on the dielectrics E2and E1. 
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3.2.4 Standing Waves 

A standing wave in a transmission line or in waveguides is a wave in which the 

distribution of current, voltage, or field strength is formed by the superposition of two 

waves of the same frequency propagating in opposite directions. 

The effect is a series of nodes (zero displacement) and anti-nodes (maximum 

displacement) at fixed points along the transmission line. 

Such a standing wave may be formed when a wave is transmitted into one end 

of a transmission line and is reflected from the other end by an impedance mismatch, 

discontinuity, such as an open circuit or a short. In practice, losses in the transmission 

line and other components mean that a perfect reflection and a pure standing wave 

are never achieved. The result is a partial standing wave, which is a superposition of a 

standing wave and a travelling wave. 

The degree to which the wave resembles either a pure standing wave or a pure 

travelling wave is measured by the standing wave ratio (SWR). The figure 3.21 explains 

the formation of standing wave [45]. 
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Figure 3.21. Creation of a standing wave. 

Starting from the top left, a travelling wave (red) hits a conducting wall and 

forms a reflected wave (blue). The superposition of the travelling wave and the 

reflected wave is given by the black curve which is the standing wave. When the 

travelling wave and the reflected wave are in phase, the standing wave reaches its 

maximum values (top right and bottom right). When they are out of phase by 180°, the 

standing wave is completely null (bottom left). Because the travelling wave and the 

reflected wave are going in opposite directions, on an anti-node (noted A), the 

standing wave reaches its maximum before collapsing and then reaches its mimimum; 

known as the maximum displacement for an anti-node. On the other hand, the nodes 

(noted N) have no displacement at all and are always equal to zero. 
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From a mathematical point of view, if Yl is the travelling wave, Y2the reflected 

wave and ythe standing wave, we obtain: 

where: 

Yl = YO sin(kx - wt) 

Y2 = YO sin(kx + wt) 

• YO is the amplitude of the waves, 

(3.67) 

(3.68) 

• ltJ (called angular frequency, measured in radians per second) is 21Ttimes the 

frequency (in hertz), 

• k(called the wave number and measured in radians per metre) is 21Tdivided by 

the wavelength A (in metres), and 

• xand t are variables for longitudinal position and time, respectively. 

So the resultant wave yequation will be the sum of Yland y.z: 

Y = YO sin(kx - wt) + YO sin(kx + wt) (3.69) 

Using a trigonometric identity to simplify, the standing wave is described by: 

Y = 2yO cos(wt) sin(kx) (3.70) 
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This describes a wave that oscillates in time, but has a dependence that is 

stationary: sin(kx). At locations x = 0, ...1/2, A, 3...1/2... which are the nodes (the 

amplitude is always zero), whereas at locations x = ...1/4, 3...1/4, 5...1/4, ... which are the 

anti-nodes (the amplitude is maximum). The distance between two conjugative nodes 

or anti-nodes is A/2 [46]. 

3.3 Microwave and Material Characterisation 

3.3.1 Material Properties in the Microwave Region 

Depending on their frequencies, electromagnetic waves have different 

behaviour with different materials. The behaviour of a material depends on the 

permittivity of the molecules. The permittivity is a physical quantity that describes how 

an electric field affects and is affected by a dielectric medium. The permittivity is 

determined by the ability of a material to polarize in response to the field, and thereby 

reduce the field inside the material. It is typically represented by the Greek letter E. The 

permeability is the degree of magnetization of a material that responds linearly to an 

applied magnetic field. Magnetic permeability is typically represented by the Greek 

letter /1. In general, the absorption of electromagnetic energy by dielectrics is covered 

by a few different mechanisms that influence the shape of the permittivity as a 

function of frequency [47]. 
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The first mechanism is the resonance effects which arise from the rotations or 

vibrations of atoms, ions, or electrons. These processes are observed in the 

neighbourhood of their characteristic absorption frequencies. Figure 3.22 presents 

how dielectric molecules will behave depending on the frequency. 

1D-' 11}' 11P 1()-5 10~ 11}4 1D·3 10·2 11}t 1 W.welenglh lnil 
t 

Jx 10' Jx 10' Jx10' Frequency (111Hz) 
I I 

Ou1er .. hell Molecular Noleaal¥ 
electrons vIIrations rotations 

~ r w - ~ 
Electronic Atomic 

Oipolar 

Figure 3.22. Molecular behaviour depending of the frequency. 

Dipole interactions occur with polar molecules. To measure the rotational 

spectrum of a material, it requires that its molecules have a dipole moment. This is the 

difference between the centre of charge and the centre of mass, or equivalently a 

separation between two unlike charges. It is this dipole moment that enables the 

electric field of the electromagnetic wave to exercise a torque on the molecule causing 

it to rotate more quickly (in excitation) or slowly (in de-excitation). Diatomic molecules 

such as oxygen (02), hydrogen (H 2), etc. do not have a dipole moment and hence no 

pure-rotational spectrum [47,48]. When polar ends of a molecule tend to align 

themselves and oscillate in step with the oscillating electrical field of the microwaves, 
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collisions and friction between the moving molecules result in heating. Broadly, the 

more polar a molecule, the more effectively it will couple with (and be influenced by) 

the microwave field. Ionic conduction is only minimally different from dipole 

interactions. Ions in solution do not have a dipole moment. They are charged species 

that are randomly distributed and cannot therefore couple with the oscillating 

electrical field of the microwaves. The effectiveness or rate of microwave heating of an 

ionic solution is a function of the concentration of ions in solution. Many molecules 

(such as those of water) are electric dipoles, meaning that they have a positive charge 

at one end and a negative charge at the other, and therefore rotate as they try to align 

themselves with the alternating electric field induced by the microwave beam. This 

molecular movement creates heat as the rotating molecules hit other molecules and 

put them into motion. Microwave heating at the correct frequency is most efficient in 

the case of liquid water, and much less so on fats and sugars (which have less 

molecular dipole moment), and ice (where the molecules are not free to rotate) [49]. 

Figure 3.23 shows a water molecule (H20), which in many ways behaves like an electric 

dipole. 

lionel WENDLING 

t; 
/ 

The ectrlc di e moment; it 
c:!ircduI from the ga.tiflcnd to 
the positive cOO of the molecnte. 

72 



Chapter 3 Electromagnetic Waves in the Microwave Region 

Figure 3.23. A water molecule showing positive charge in red and negative charge in blue. 

The water molecule is electrically neutral. However the chemical bonds within 

the molecule cause a displacement of charge. The result is a net negative charge on the 

oxygen end of the molecule and a net positive charge on the hydrogen end, forming an 

electrical dipole [50]. Figure 3.24 shows the rotation of a dipolar molecule under the 

influence of an electromagnetic wave. 

Figure 3.24. Molecular rotation of a dipole. 

The second mechanism is the relaxation effects associated with permanent and 

induced molecular dipoles. At low frequencies the field changes slowly enough to allow 

dipoles to reach equilibrium before the field has measurably changed. For frequencies 

at which dipole orientations cannot follow the applied field due to the viscosity of the 

medium, ' absorption of the field's energy leads to energy dissipation. The mechanism 

of dipoles relaxing is called dielectric relaxation and for ideal dipoles is described by 

classic Oebye relaxation [48]. 
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Microwave interaction with matter is also characterized by a penetration depth. 

That is, microwaves can penetrate only a certain distance into a bulk material. Not only 

is the penetration depth a function of the material composition, it is a function of the 

frequency of the microwaves. Conductors strongly absorb microwaves and any lower 

frequencies because they cause electric currents which heat the material [51]. Both 

mechanisms require effective coupling between components of the target material and 

the rapidly oscillating electrical field of the microwaves [52]. 

3.3.2 Dielectric Materials 

The interaction of electromagnetic waves with matter is governed by its 

complex permittivity. A" electromagnetic phenomenon-transmission, diffraction, 

scattering, reflection and refraction can be described in terms of complex permittivity 

and permeability. For most dielectric materials the relative permeability is unity and 

permittivity is the only governing factor. 

The relative complex permittivity or complex dielectric constant, E*=E'- jE", has 

two components, the real part, called the dielectric constant, and the imaginary part, 

called the dielectric loss factor [53]. The following three bullet point explains more 

about the dielectric constant, the loss factor, and the molecular relation time: 

• The dielectric constant 
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The dielectric constant causes a reduction in the velocity of the microwaves 

across the microwave cavity. As an electromagnetic wave passes through the sample it 

causes an alternating polarisation within the material. The material stores some of the 

wave energy, and releases it back to the wave slowly, therefore reducing the wave's 

velocity. 

• The conductivity or loss factor 

This causes a reduction in the magnitude of the wave. The loss factor is a 

measure of how well a material absorbs the electromagnetic energy to which it is 

exposed. As molecules orientate in the electric field, energy is lost due to friction, 

reducing the magnitude of the wave. Both these parameters are usually represented 

by the dissipation factor, often called the loss tangent. The dissipation factor is a ratio 

of the dielectric loss (loss factor) to the dielectric constant. One other factor must be 

taken in consideration: the molecular relaxation time. 

• The molecular relaxation time 

This originates from permanent and induced dipoles aligning with an electric 

field. With no external influence, their orientation polarisation is disturbed by thermal 

noise (which de-aligns the dipole vectors from the direction of the field), and the time 

needed for dipoles to relax is determined by the local viscosity. These two facts make 

dipole relaxation heavily dependent on temperature and chemical surrounding [54]. 
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3.3.3 Resonant and Non-Resonant Measurements 

The microwave methods for material characterisation generally fall into two 

categories namely non resonant methods and resonant methods. Non resonant 

methods are often used to get a general knowledge of electromagnetic properties over 

a frequency range, while resonant methods are used to get an accurate knowledge of 

dielectric properties at a single frequency or at several discrete frequencies. 

In non-resonant methods, the properties of materials are fundamentally 

deduced from their impedance and the wave velocities in the materials. As shown in 

Figure 3.25, when an electromagnetic wave propagates from one material to another 

(from free space to sample), both the characteristic wave impedance and the wave 

velocity change, resulting in a partial reflection of the electromagnetic wave from the 

interface between the two materials. 

Incident wave 

Reflected wave 

Sample 

Transmitted 
wav 

Figure 3.25. Effect of an incident wave on a sample. 
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Measurements of the reflection from such an interface and the transmission through 

the interface can provide information for the deduction of permittivity and 

permeability relationships between the two materials. Non-resonant methods mainly 

include reflection methods and transmission/reflection methods. In the reflection 

method, the materials properties are calculated on the basis of the reflected wave 

from the sample, and in a transmission/reflection method, the material properties are 

calculated on the basis of the reflection from the sample and the transmission through 

it. Non-resonant methods require a means of directing the electromagnetic energy 

toward a material, and then collecting what is reflected from the material, and/or what 

is transmitted through the material. In principle, all types of transmission lines can be 

used to carry the wave for non-resonant methods, such as coaxial line, hollow metallic 

waveguide, dielectric waveguide, planar transmission line, and free space. 

The resonant method is also often called the dielectric resonator method. It can 

be used to measure the permittivity of dielectric materials and the surface resistance 

of conducting materials. In a resonator method for dielectric property measurement, 

the dielectric sample under measurement serves as a resonator in the measurement 

circuit, and the dielectric constant and loss tangent of the sample are determined from 

its resonant frequency and quality factor. Figure 3.26 shows the configuration often 

used in the dielectric resonator method. In this configuration, the sample is 

sandwiched between two conducting plates, and the resonant properties of this 
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configuration are mainly determined by the properties of the dielectric cylinder and 

two pieces of the conducting plates. 

Sample 

Conducting 
plates 

x 

D 

z 
.. ---. 

...... .. - .. 

Figure 3.26. Simple Dielectric resonator. 

L 

y 

In the measurement of the dielectric properties of the dielectric cylinder, it is 

assumed that the properties of the conducting plates are known [43]. 

3.3.4 One Port and Two Ports Measurement Methods 

The one-port method is mainly used for reflection measurements. In this 

method, one port both transmits signals and receives the reflected signals from the 

sample under test. The $-parameter measured by one port is $11 or $22' The dynamic 

range of reflection measurements is mainly limited by the directivity of the 

measurement port. To improve measurement accuracy and sensitivity, it is usually 

required to perform a one-port calibration. In reflection methods for material 
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characterisation, one-port reflection measurements are required. One-port calibration 

can measure and remove three systematic error terms in one-port measurements: 

directivity, source match and reflection tracking. 

The two-port method is suitable for the transmission/reflection method for 

material property characterisation. In a two-port method, one port transmits the signal 

and the other port receives the signal from the sample under test. With two ports, the 

5-Parameters 511, 512 and 521, 522 can be measured. In a two-port method there are 

six types of systematic errors: directivity and cross talk errors relating to the signal 

leakage, source and load; impedance mismatches relating to the reflections; and 

frequency response errors caused by reflection and transmission tracking within the 

test receivers. The full two-port calibration error model includes all six of these terms 

for the forward direction and the same six terms for the reverse direction, for a total of 

twelve error corrections. To obtain the twelve terms of systematic errors, usually a 

TOSM (Through Open Short Match) calibration is made [44]. 

3.3.5 Scattering Parameters (S-Parameters) 

The responses of a network to external circuits can be described by the input 

and output waves as shown in figure 3.27 and figure 3.28 [43]. The input waves at port 

1 and port 2 and denoted al and a2respectively. The output waves at port 1 and port2 
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are denoted bl and b2 respectively. These parameters (al, aZ bl and b2) could be 

voltage or current. 

al -. 1- a2 

bl 1- -. b2 

Figure 3.27. Representation of a two-port network. 

The relationship between the input wave [a] and the output wave [b] can be described 

by scattering parameters [S]: 

[b] = [S] [a] (3.71) 

Where [a] = [a1,a2]T, [b] = [b1,b2)T, and the scattering matrix [S] has the following 

form: 

[S] = [S11 S12] 
S21 S22 

~ 
r-

< 

521 
Two-Port 

Network 

Sl~ 

(3.72) 

-'-> .......--

~ ==:::J 

522 

Figure 3.28. Visualisation of a two-port Network S-Parameters. 

Lionel WENDLING 80 



Chapter 3 Electromagnetic Waves in the Microwave Region 

For a scattering parameter Sij' if ai=O (i*D we obtain, 

S" 
b· G = 1,2) (3.73) =.::! JJ 8j 

S" 
b· 

(i * j,j = 1,2, i = 1,2) (3.74) =.:::.L IJ 8j 

The equation (3.75) shows that when port j is connected to a source and the 

other port to a matching load, the reflection coefficient at portjis equal to Sjj: 

(3.75) 

The equation (3.76) shows that when port j is connected to a source and port i 

is connected to a matched load, the transmission coefficient from port j to port i is 

equal to Sij: 

TJ' -+ i = S" = ~ IJ 8j 
(3.76) 

Note that the reverse voltage gain S12 and the output port voltage reflection 

coefficient S22 are very small compared to the input port voltage reflection coefficient 511 and 

to the forward voltage gain 521. Therefore, they can be negligible when characterising samples 

with 5-parameters and will not be measured in this project. 
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3.3.6 Quality Factor (Q-Factor) 

In resonant material characterisation methods, the resonant frequency and the 

quality factor is measured. The quality factor can be calculated according to: 

Q= !n 
llf 

(3.77) 

Where fO is the resonant frequency and Llf is the half power bandwidth. 

The quality factor of the reflected signal 511 is determined by using the half power 

width (Sll, Llf) as: 

(
10511 b/lO + 10511 fo/ 10 ) 

Sll.1f=lO.IoglO . 2 . , (3.78) 

Where Sll,b is the $11 value of the base line of the resonance, and 511'/0 is the $11 

value at the resonant frequency as shown figure 3.29. 
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Figure 3.29. Method to find 511 Q-Factor. 

In a two-port method, the Q-factor in obtain by the transmission scattering 

parameter (521): 

521 ~f = 521 fa - 3dB , , (3.79) 

Where 521,fO is the 521 value at the resonant frequency as displayed on figure 3.30. 
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Figure 3.30. Method to find S21 Q-Factor [39]. 

3.3.7 Expected Response ofa Sample 

As described previously, microwaves operate at a frequency low enough to be 

very sensitive to presence of polar molecules (such as water and ethanol) and to DC 

conductivity changes (such as ion/salt concentrations). Microwaves have also the 

advantage penetrating the entire mixture instead of just the surface. As the 

microwaves go through the material present in the cavity, the waves rotate molecules 

into or out of polar alignment. 

When a microwave signal is sent through the cavity, the electromagnetic waves 

pass through the sample in the resonator providing a representative measurement of 

the bulk product under test. In the presence of microwave energy, the polar molecules 
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in the sample (water and ethanol) rotate and align with the electromagnetic field, 

similar to aligning poles on a magnet. The movement of the molecules causes the 

microwave signal to be attenuated and the velocity of the wave decreases as it passes 

through the sample. The resonance occurs in a cavity when the electric and magnetic 

fields, satisfying Maxwell's equations, form a standing wave. From the Maxwell's 

equation, is possible to derive the electromagnetic wave equation. 

The electromagnetic wave equation is a second-order partial differential 

equation that describes the propagation of electromagnetic waves through a medium 

or in a vacuum. The homogeneous form of the equation, written in terms of either the 

electric field E or the magnetic field H, takes the form [55]: 

{3.80} 

(3.81) 

Where c is the speed of light in the medium. In a vacuum, v =c = 2.998 x 1()B m/s, 

which is the speed of light in free space. 

From Maxwell's equations, it is possible to extrapolate the first order shift in 

frequency of the response in the cavity. As described earlier, the movement of the 
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molecules causes the microwave signal to be attenuated and the velocity of the wave 

to decrease as it passes through the sample [54]. The dielectric constant of the ethanol 

is 24.3 (25°C) and that the dielectric constant of the water is 81 (25°C). 

c2 
£'=

V2 (3.82) 

Therefore, from the equation presented above, the change in velocity 

(represented as a change in frequency) can be quantified with the dielectric constant, c 

the velocity of light in vacuum and v the velocity through the sample. 

As a result, if the permittivity inside the cavity increases, then the velocity and 

the wavelength of the electromagnetic wave inside the cavity are reduced by the 

square root of the permittivity {see Figure 3.31}[56]. 
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Figure 3.31. Frequency shift depending of the permittivity. 
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Two others parameters, described earlier also affect the scalar response of the 

tube under test in the cavity: the loss factor and the molecular relaxation time. In the 

same way, the molecular relaxation time cannot be approximated as a function of 

external parameters. However, the loss factor can be extrapolated from the response 

of the sample in the cavity. The loss factor is a measure of how well a material absorbs 

the electromagnetic energy to which it is exposed. The dissipation factor is a ratio of 

the dielectric loss (loss factor) to the dielectric constant. 

Summary 

Chapter 3 discusses the properties of electromagnetic waves and how they can 

be used in order to characterise the dielectric properties of materials. Different 

methods, such as the resonant and non-resonant methods were treated, and 

measurement techniques were shown. The definitions of the scattering parameters are 

also given. 
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4 CAVITY RESONATOR DESIGN AND 

SIMULATIONS 

4.1 Cavity Resonator Properties 

4.1.1 Cavity Resonator Definition 

A microwave cavity resonator is used to restrict the three dimensional "free space" 

propagation of the electromagnetic wave to a guided dimension. At the same time, the 

use of a waveguide avoids some attenuations of the signal (in the bandwidth of the 

microwave cavity resonator) [57]. By definition, a resonant cavity is any space that is 

completely enclosed by conducting walls that can contain oscillating electromagnetic 

fields and possess resonant properties [58]. Cavity resonators are constructed from 

sections of waveguide. If a hollow rectangular waveguide is sealed with conductive 

walls perpendicular to the direction of propagation, the incident and reflected waves 

are superimposed to generate a standing wave. The tangential electric and normal 

magnetic field components are equal to zero at this wall and at distances of integral 

half wavelengths from it. If the resonator is excited through a coupling mechanism, the 

field intensity builds up to a maximum when the length of the resonator is an integral 

mUltiple of half wavelengths. Due to the different field modes that can possibly exist in 

the waveguide, an infinite number of resonant frequencies can occur [59]. Good 

resonant cavities have a very high Q factor (Quality factor) and can be built to handle 

idatively large amounts of power. The high Q gives these devices a narrow pass band 
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and allows very accurate tuning. Simple, rugged construction is an additional 

advantage. 

4.1.2 Cavity Coupling 

Probes in waveguides, supplied with microwave energy, act as a quarter-wave 

antenna. Current flows in the probe and sets up an E field such as the one shown in 

figure 4.1. The E lines detach themselves from the probe. When the probe is located at 

the paint of highest efficiency, the E lines set up an E field of considerable intensity. 

) 'f 

III 

Figure 4.1. Probe coupling/E coupling for cavities. 

The most efficient location for the probe is at a quarter-wavelength from the 

short end of the waveguide. This is the point at which the E field is a maximum in the 

dominant mode. Therefore, energy transfer (coupling) is a maximum at this point. Note 

that the quarter-wavelength spacing is at the frequency required to propagate the 

dominant mode. 
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In many applications a lesser degree of energy transfer, called loose coupling, is 

desirable. The amount of energy transfer can be reduced by decreasing the length of 

the probe, by moving it out of the centre of the E field, or by shielding it. Where the 

degree of coupling must be varied frequently, the probe is made retractable so the 

length can be easily changed. The size and shape of the probe determines its 

frequency, bandwidth, and power-handling capability. As the diameter of a probe 

increases, the bandwidth also increases. The greater power-handling capability is 

directly related to the increased surface area. 

Another way of injecting energy into a waveguide is by setting up an H field in 

the waveguide. This can be accomplished by inserting a small inductive loop which 

carries a high current into the waveguide, as shown in figure 4.2. 
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Figure 4.2. Loop antenna/H coupling for caviti es. 
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A magnetic field builds up around the loop and expands to fit the waveguide. If 

the frequency of the current in the loop is within the bandwidth of the waveguide, 

energy will be transferred to the waveguide. 

When the diameter of the loop is increased, its power-handling capability also 

increases. The bandwidth can be increased by increasing the size of the wire used to 

make the loop. When a loop is introduced into a waveguide in which an H field is 

present, a current is induced in the loop [60]. 

4.1.3 Cavity Propagation Modes 

The whole field pattern inside the cavity resonator is called a "Mode". The 

waveguide propagation of modes depends on the operating wavelength and 

polarization, and the shape and size of the guide. The longitudinal mode of a 

waveguide is a particular standing wave pattern formed by waves confined in the 

cavity. The transverse mode of the electromagnetic radiation is a particular intensity 

pattern of radiation measured in a plane transverse (perpendicular) to the propagation 

direction of the beam. The transverse modes are classified into different types [58]: 

• TE modes (Transverse Electric) have no electric field in the direction of 

propagation. 

• TM modes (Transverse Magnetic) have no magnetic field in the direction of 

propagation. 
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• TEM modes (Transverse Electromagnetic) have no electric or magnetic field in 

the direction of propagation. 

A rectangular waveguide supports TM and TE modes but not TEM waves 

because it is not possible to define a unique voltage since there is only one conductor 

in a rectangular waveguide. A rectangular waveguide cannot propagate waves below a 

certain frequency. This frequency is called the cut-off frequency. [60] 

Figure 4.3 shows a cavity resonator made from a rectangular waveguide by 

shorting the two ends using conducting plates. Its structural dimensions include the 

width a, the height b and the length c. 

a 

Figure 4.3. Structure of a rectangular cavity resonator. 

A rectangular cavity resonator has only two transmission modes (TEmnp and 

™mnp) which correspond to the TEmn and 1Mmn propagation modes in a 

rectangular waveguide respectively. The two subscripts m and n correspond to the 
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changing cycle in the x and y directions respectively. The subscript p represents the 

changing cycles along the z direction. 

TE Resonant modes 

According to the TE propagation mode of rectangular waveguides and the boundary 

conditions, the field distributions of the TE mnp resonating mode are as follow: 

H x = j ~~ . Pc7f . :7f sin (:7f x) cos (nb7f y) cos ec7f 
z) (4.1) 

H Y = j ~~ . Pc7f· ~rr cos C:rr x) sin c: y ) cos ec7f 
z) (4.2) 

Hz = - j2A cos (:7f x) cos eb7f y) sin (Pc7f z) (4.3) 

W/J. n7f (m7f). (n7f ). (P7f ) Ex = 2A k~ • b cos -;- x Sin b Y Sin -;- Z (4.4) 

W/J. m7f. (m7f) (n7f). (P7f ) Ey = -2A k~ • -;-SIn -;- x cos b Y Sin -;- Z (4.5) 

Ez = 0 (4.5) 

With, 

(4.6) 

And A being the amplitude of the generated signal. 
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The resonant mode TE101 is the most widely used in the characterisat ion of 

electromagnetic materials. The fields components of the TE101 modes would be: 

H . 2Aa . (IT ) (IT ) 
X = J - c- sm ~ x cos -;; z (4.7) 

Hz = -j2A cos (~x) sin (~z) (4.8) 

Ey = _2 Aw:asin(~ x)sin(~ z) (4.9) 

Ez = Ex = Hy = 0 (4.10) 

Figure 4.4 illustrates the field distribution of the TE101 mode. 

y 

----.~ E fields 

-------~ H fields 

Figure 4.4. TEIDI distributions fields. 

The resonant wavelength for TEmnp mode is given by: 

(4.11) 

So the resonant wavelength for the TE101 mode is given by: 
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2ac 
AO = 

,Jaz+cz (4.12) 

That indicates that if b is the shortest among the three sides (a,b and c), the TE101 

mode has the largest resonant wavelength, so it is the lowest mode. 

TM Resonant modes 

According to the properties of TM wave propagation modes and the boundary 

conditions, the fields components of the TMmnp mode are as follow [43,44]: 

Ex = -k2~B. Pe
rr 

• :rr cos (:rr x) sin (:rr Y) sin ee
rr 

z) (4.13) 

(4.14) 

E z = 2B sin (:rr x) sin ebrr y) cos (Perr z) (4.15) 

• WE nrr . (mrr) (nrr) (prr) H x = J2B k~ • b Sin -;;- X cos b y cos -; z (4.16) 

Hy = -j2B ;;. :7r cos (:rr x) sin ebrr 
y) cos (Pe7r z) (4.17) 

Hz = 0 (4.18) 

Where 

(4.19) 

And the resonant wavelength AO for the TMmnp mode for vacuum is: 

Lionel WENDLING 9S 



Chapter 4 Cavity Resonator Design and Simulations 

(4.20) 

Figure 4.5 summarises the main TE and TM modes usually used with 

rectangular cavity, and figure 4.6 shows the modes for a circular waveguide. 
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Figure 4.5. Fields distribution of a rectangular cavity's TE and TM main modes [42]. 

The magnetic fields are represented by dashed lines and the electric fields are 

drawn as solid lines. 
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!lUi! 
ililil 

s 

.1 

Figure 4.6. Circular cavity modes for TE and TM main modes (42). 

The cylindrical cavities have not been used for this project and therefore will not be 

explained in detail. 

4.2 Cavity Resonator Design 

4.2.1 Cavity Resonator construction 

The cavity used in this investigation has been built for a previous Master project 

using a standard WG9A cavity section. It was designed according to the cavity mode 

and Maxwell's equations. It is made of lmm thick copper. Its internal size is 43mm by 

86mm. Flanges are soldered on both sides of the cavity section to allow connections 
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with the loop antenna end plates and a tuning section. The tuning section is 150mm 

long and comprises a WG9A cavity section and four adjustable tuning stubs. A 16mm 

diameter hole has been drilled on the top of the resonator to introduce the sample and 

another hole of 6mm diameter has been drilled on the bottom, opposite to the 

insertion hole, to take the sample temperature using the Infra-Red (IR) thermometer 

[61]. Thermocouples were not an option because the samples would have to be 

opened for every measurement, allowing ethanol to evaporate. 

Loop antennas were chosen to transmit and receive the electromagnetic signals 

in the cavity resonator because they are cheap and easy to build. They are connected 

via two coaxial cables to the Vector Network Analyser (VNA) [62]. Figure 4.7 is a 3D 

model showing the different parts forming the cavity with a sample introduced. 

Flanges 
Coaxial 

Resonator 

Figure 4.7. 3D Model of the Cavity Resonator. 
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A similar cavity, without the tuning section, was used for the measurement of 

the dielectric constant and loss tangent of epoxy resin. It was built using a WG9A 

(WR340) waveguide section and was designed to work at 2.45GHz [63] . 

4.2.2 The Tuning Section 

Waveguide transmission systems are not always perfectly impedance matched 

to their load devices. The standing waves that result from a mismatch cause a power 

loss, a reduction in power-handling capability, and an increase in frequency sensitivity. 

Impedance-changing devices are therefore placed in the waveguide to match the 

waveguide to the load. These devices are placed near the source of the standing waves 

and could be irises (horizontal, vertical or both) or posts and screws. Irises require 

opening the cavity for tuning by changing their sizes and shapes. For this experiment, 

adjustable posts similar to the screws shown are used because they are easier to build 

and to tune. In total, four posts have been used for precise tuning. Figure 4.8 illustrates 

two basic methods of using posts and screws. 

~OR c!J = 

[]]ORctJ 

1 
I 

I 
Figure 4.8. Post and screws electrical equivalents. 
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A post or screw which only partially penetrates into the waveguide acts as a 

shunt capacitive reactance. When the post or screw extends completely through the 

waveguide, making contact with the top and bottom walls, it acts as an inductive 

reactance. Note that when screws are used the amount of capacitive reactance can be 

varied [60]. 

4.3 Cavity Resonator Simulations 

4.3.1 HFSS Model Simulations 

The cavity has been modelled, as shown in figure 4.9 using HFSS [64]. HFSS 

utilizes a 3D full-wave Finite Element Method (FEM) to compute the electrical 

behaviour of high-frequency and high-speed components. The model reproduces the 

conditions of the real cavity resonator. The screws and antennas materials are aSSigned 

to PEe (Perfect Electrical Conductor), the test tube is made of polypropylene and filled 

with distilled water. The cavity is represented by a vacuum. The antennas are set to be 

the excitation ports of the system. The HFSS files are available in appendix A (CD-Rom). 

HFSS applies the equations presented in section 3.2 and 3.3. 
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o 0 0 0 

Figure 4.9. 3D Cavity Resonator Model in HFSS. 

The cavity resonator had been built before the project started but had never 

previously been modelled and simulated with such precision. 

The first simulation carried out for an empty cavity with a frequency sweep 

starting at IGHz and finishing at 3GHz. The RF output power was set to OdBm. The 

results are compared to the actual cavity response to the same range of frequency, 

Figure 4.10 show this comparison. 
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Figure 4.10. Measured and simulated transmission 521 (a), Measured and si mulated refl ection 511 (b) . 
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The transmission parameters of the simulation and the measured signal have 

very similar shapes at the peak points. looking at the frequencies of the peaks, they 

are close too for the first two peaks (shift <10 MHz), but a bit less accurate for peak 

number 3, 4 and S(shift of 20-40 MHz). The most information retrievable in material 

characterisation was generally contained near the fundamental modes. Therefore 

having less accuracy for the last three peaks is not an issue. The magnitudes of the 

peaks are less relevant than the shift in frequency when the dielectric of the sample is 

changed. 

The reflection of the measured cavity and the simulation results are very 

accurate too if we look at the frequency. The first 3 trough frequencies are very close 

even though the magnitude is completely different (peak 1 is barely visible on the 

simulation). As shown earlier each resonant frequency on the simulation is a different 

mode of propagation. Figure 4.11 shows the electrical fields inside the empty cavity at 

the first resonant frequency, corresponding to the TE101 mode. As expected the fields 

are perpendicular to the direction of propagation. 

Figure 4.11. TE 101 Electrical fields. 
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Figure 4.12 represents the magnetic fields at the same frequency. As expected 

in the fundamental TE101 mode, the magnetic fields have a component in the direction 

of propagation. 

Figure 4.12. TE101 magnetic fields. 

The magnetic fields at the sample location will be shown in details later in the 

thesis when the cavity is simulated with different samples. Looking closer at the second 

resonant frequency, it can be observed that there are two field patterns inside the 

cavity. The TE101 mode occurs at a frequency that produces half a guide wavelength 

equal to the length of the cavity. The TE102 fills the cavity at a frequency that gives a full 

guide wavelength. Figure 4.13 shows how the E field (top) and H field (bottom) appear 

for TE102. 
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Figure 4.13. Electric (top) and magnetic f ields (bottom) of the cavity in TE102 mode. 

Figure 4.14 shows the H field inside the test tube. The intensity of the vectors 

has decreased due to the change of permittivity of water. In this picture, it is easier to 

understand how the reflected and transmitted fields are measured. 

The vectors going backward (from right to left) represent the reflection, and will 

be measured by the loop antenna used to emit the signal too (left). The vectors going 

forward (from left to right) are transmitted and will be measured by the antenna on 

the right (receiver) . 
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Figure 4.14. Magnetic fields (H) inside the test tube. 

Notice that the vectors at the top and bottom (inside the cavity) have 

intensities greater than the field vectors in the middle of the sample. This is due to the 

properties of the TElO mode. When the loop antenna emits the electromagnetic wave, 

it expands inside the cavity, and reaches its highest intensity near the cavity walls. 

4.3.2 Parametric Simulations 

The cavity has been simulated with the help of a parametric analysis of the 

liquid inside the test tube. Running a parametric analysis enables the user to simulate 

several design variations using a single model. If a series of variable values within a 

range is defined, or a variable sweep definition, HFSS generates a solution for each 

design variation. The user can then compare the results to determine how each design 

variation affects the performanc. Design parameters that are assigned a quantity can 
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vary, such as geometry dimensions, material properties, and boundary and excitation 

properties. The number of variations that can be defined in a parametric sweep setup 

is limited only by the computing resources. 

As stated in section 5.2.1 the project will test the sensor using ethanol and 

water and not blood for administrative reasons. However, the permittivity 

characteristics of water and blood are close and will be enough to validate the sensor 

capabilities. Figure 5.15 shows the permittivity values of blood cells depending on the 

frequency. 

I ()4 r-----r---.,.---r--,--"T---, 2 .~ =" 
_ 5 

<1> =0. 10 

S 

2.0 0 

t.;: 
-g 

~~~~~-:;;~~~~ t~ i 
B 
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Frequency v [Hz] 

Figure 4.15. Permittivity values of blood cells over the frequency [65). 

The dielectric values of water and ethanol depend on the frequency and 

temperature as shown in figure 4.16. Figure 4.17 shows the different results obtained 

by applying a parametric analysis inside the test tube for permittivity constants ranging 
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from 20 to 80, in increments of 20. Those values cover the dielectric value for water 

(78<Er<82) as well as the dielectric value for ethanol (14<Er<24) for frequencies 

between lOOMHz to 3GHz. All those characteristics are known as relaxation 

parameters of a material. 
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Figure 4.16. Relaxation properties of water (a) (66), relaxation properti es of ethanol (b) (67) . 

The results of the parametric analysis made on the transmission confirm the 

results obtained by Wylie and AI-Shamma'a [71, who concluded that an increase of 

dielectric in a material would decrease its resonant frequency. 
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Figure 4.17. 521 (transmission 5-parameter) magnitude (a) and phase (b) simulations for the test t ube 

fi lled wi th dielectric permittivity of 20A O,60,and 80. 
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We can observe at about 4MHz that there is a shift between the water and the 

ethanol resonant frequencies. The magnitude of the Insertion loss (521) increases 

slightly when the dielectric decreases. Numerous books and papers [42-44) dealing 

with material characterisation used the Q-Factor as a major feature for determining 

the values of permittivity. However, the Q-Factor does not appear to change on the 

analysis as the permittivity increases. The values of the transmitted phase at the 

resonant frequencies of each dielectric value are very close to -20 degrees. There is a 

clear correlation between the phase shift and the magnitude. looking at the reflection 

{figure 4.18 (a) and (b)), the resonant frequency for each permittivity occurs at the 

same frequencies as for the transmission. The reflection magnitudes from the 

simulation are as expected. It is faster to propagate a signal through the air (Er=1) than 

it is to propagate a signal under water (Er=82). In figure 4.18 (a), we can observe this 

phenomena by checking the value of the return loss for each permittivity. The 

difference between water (Er=82) and ethanol (Er=24) is approximately 3dB. The phase 

{figure 4.18 (b)) is linked with the magnitude results, their resonant frequencies are the 

same. The phases all have a value of -150 degrees at resonant frequencies. 
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Figure 4.18. Sl1 (reflection S-para meter) magnitude (a) and phase (b) simulations for the test tube filled 

with dielectric permittivity of 20,40,60,and 80. 
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Summary 

This chapter has shown the design and simulation of a rectangular cavity 

working in the fundamental TE10l mode. The field equations used by HFSS are 

explained and the cavity was simulated in conditions similar to the experimental 

conditions. The electromagnetic fields inside the cavity and inside the sample were 

illustrated by vectors. Fina"y parametric simulations were implemented in order to 

simulate the permittivity changes between different samples. 
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5 CAVITY RESONATORS EXPERIMENT 
RESULTS 

5.1 System Setup 

5.1.1 Hardware 

The non-invasive system (figure 5.1) is based on a WG9A (also called WR340) cavity 

resonator, under which an infrared thermometer measures the temperatures of the 

samples through a small hole. A vector network analyser (VNA) sends and receives 

electromagnetic waves from the cavity by coaxial cables and SMA ports, and is 

connected to a computer via an Ethernet RJ-45 network cable and is fully controllable 

remotely by using TCP/IP sessions. The VNA extracts the S-Parameters of the loaded 

cavity and sends it to the software especially created for this system. 

It can deliver a frequency sweep ranging from 9kHz to 3GHz with up to 4001 

points and a gain of up to +27dBm. The Optris CT InfraRed (IR) thermometer is 

connected by USB to the computer but uses a HyperTerminal session to access the 

data. It has a precision of a tenth of a degree Celsius. It is possible to focus the IR beam 

by adding different lenses to the sensor. 
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PC + SOFTWARE 

Figure 5.1. Microwave non-invasive testing system setup. 

5.1.2 Software 

The system is controlled by software created using Visual Studio 2008 C# [68] to 

which the National Instruments Measurement Studio has been added. This add-on is 

an integrated suite of managed classes and controls designed especially for test, 

measurement, automation applications and instrument drivers. Measurement Studio 

[69] for Visual C# .NET provides: 

• 

• 

• 

Managed .NET controls for creating rich Web and Windows GUls. 

Multithreaded API for data acquisition. 

Instrument control APls. 
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• Analysis libraries designed for engineers and scientists. 

The instruments are detected and set up using NI MAX [70] and some TCP/IP NI 

VisaNS sessions. VisaNS is a Visual Studio add-on that simplifies GPIB machines to be 

controlled using VisaTasks (Query, Parse, Read) just like any GPIB based controls. 

Measurement Studio offers the tools to acquire, analyze, and present real-world data 

from within the Microsoft Visual Studio 2008, Visual Studio 2005, and Visual 

Studio.NET 2003 environments. 
0.:" • 

The Software and VNA can capture four S-parameters simultaneously, '521 
. ". 

(Insertion Loss), 521 Phase, 511 (Return Loss) and Sl1 Phase. After the acquisition, it 

analyses the data and extracts information that and for example feed a neural network 

for a prediction. 

In terms of capabilities, the software is very powerful. It acquires the 

measurements from the VNA in less than two seconds using the VisaNS protocols, 

whereas the previous software, made without Measurement Studio needed between 

10 and 20 seconds to perform this task. Within the two seconds, it displays the S-

Parameters and extracts useful additional parameters such as Q-Factors, S-Parameter 

magnitudes and phases (as we" as minima, maxima and gradients), reflection 

coefficient, VSWR and the temperature of the sample. Figure 5.2 shows the layout of 

the main tab of the software, and figure 5.3 illustrates a" the extracted values 

displayed on gauges and meters. The C# code for the software is provided in appendix 

B. 
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The software also offers t he possibility t o export the graphs, parameters and 

temperature t o CSV files (Comma Separated Values) for further data manipulation and 

analysis (e.g. Microsoft Excel). Another important feature of the software is t he VNA 

control capability. It is possible to recall the calibrations previously made, apply 

smoothing and change its aperture, autoscale, setting the input power as well as 

changing the start and stop frequencies as shown in Figure 5.4. 
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Figure 5.2. Main tab displaying the S-Parameters and the temperature of the sample under test. 
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5.2 Cavity Resonator Ethanol Experiment 

5.2.1 Sample Preparation 

In all vertebrates including mammals, blood is composed of blood cells suspended in a 

liquid called blood plasma. Plasma, which comprises 55% of blood fluid, is mostly water (90% 

by volume), and contains dissolved proteins, glucose, mineral ions, hormones, carbon dioxide, 

platelets as well as blood cells. The blood cells present in blood are mainly red blood and white 

blood cells, including leukocytes and platelets [71]. It can be very complicated to obtain and 

maintain blood. Warfarin could be used to store the blood and prevent coagulation. It was 

initially marketed as a pesticide against rats and mice, and is still popular for this purpose, 

although more potent poisons such as brodifacoum have since been developed. A few years 

after its introduction, warfarin was found to be effective and relatively safe for preventing 

thrombosis and embolism in many disorders. It was approved for use as a medication in the 

early 1950s, and has remained popular ever since; warfarin is the most widely prescribed 

anticoagulant drug in North America [72]. 

Blood is regulated and protected involving a large amount of paperwork and 

administration requirements. Even animal blood is hard to obtain legally. For those reasons, 

during the project, the samples will use distilled water instead of blood. First, we need to 

understand the concentration of the BAC (Blood Alcohol Concentration) for illegal driving in 

England. The legal limit not to be exceeded is 0.08% (BAC). 
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The table 5.1 shows the conversion of the BAC to different mass per volume and 

volume by volume concentrations as well as its equivalent in a 15m I sample by volume. The 

density of ethanol is 0.789g/cm3 = 0.789g/mL= 789g/1. 

Concentration of ethanol in blood (Mass/volume & volume/volume) 

% concentration % concentration 

BAC g/I mg/dl ml/I ml/ml 
(v/v) ml /15ml sample 

0.08 0.8 80 1.01394 0.00101394 0.101394 0.01521 

Table 5.1. BAC conversion to 15ml samples. 

The samples were prepared using a 2001 .. tI-1000~1 pipette, some pure ethanol 

and distilled water were kindly donated by the biology department of Liverpool John 

Moores University (see Figure 5.5). 

Figure 5.5. Samples, pipette, water and ethanol. 
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The ethanol increment between each sample, for preliminary tests and to check 

how the cavity would react was set to 5%. However as the interest is based on low 

percentages, 1% ethanol increments were used from pure water to 5% ethanol. This 

range of samples should provide a representative test response over the whole 

water/ethanol mixture range. As shown in the table 5.2, the samples were named 

depending on percentage of ethanol. 

Sample Concentrations 

Sample's Name Ethanol (%) Water(%) Ethanol (ml) Water (ml) 
o or 'w' 0 100 0 15 
1 1 99 0.15 14.85 
2 2 98 0.3 14.7 
3 3 97 0.45 14.55 
4 4 96 0 .6 14.4 
5 5 95 0.75 14.25 
10 10 90 1.5 13.5 
15 15 85 2.25 12.75 
20 20 80 3 12 
25 25 75 3.75 11.25 
30 30 70 4.5 10.5 
35 35 65 5.25 9.75 
40 40 60 6 9 
45 45 55 6.75 8.25 
50 50 50 7.5 7.5 
55 55 45 8.25 6.75 
60 60 40 9 6 
65 65 35 9.75 5.25 
70 70 30 10.5 4.5 
75 75 25 11.25 3.75 
80 80 20 12 3 
85 85 15 12.75 2.25 
90 90 10 13.5 1.5 
95 95 5 14.25 0.75 
100 or 'e' 100 0 15 0 

Table 5.2. Sample concentrations in percentage (%) and millilitres (mil . 
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Five more samples were used to approach the SAC level, 0.8%, 0.6%, 0.4%, 

0.2% and finally 0.1%. This means that with 0.1%, it is lower than the SAC (0.101394% 

by volume). Table 5.3 shows the concentrations inferior to 1%. 0.1% ethanol by volum e 

is equal to 0.015ml of pure ethanol per 15ml samples. The former volume is too small 

to achieve accurately using the pipette. 

Sample Concentrations Sample Concentrations using Ethanol 1% 

Sample's Ethanol Water Ethanol Water ethanol 1% (ml) water (ml) 
Name (%) (%) (ml) (ml) 
0.1 0.1 99.9 0.015 14.985 = 1.5ml 13.5ml 

0.2 0.2 99.8 0.03 14.97 = 3ml 12m I 

0.4 0.4 99.6 0.06 14.94 = 6ml 9ml 

0.6 0.6 99.4 0.09 14.91 = 9ml 6ml 

0.8 0.8 99.2 0.12 14.88 = 12ml 3ml 

Table 5.3. Samples Under 1%. 

To solve this problem, water and a solution of 1% ethanol was used to fill the 

samples. The 'Sample Concentration using Ethanol 1% columns of table 5.3 shows that, 

a 0.1% sample can be realised using 1.5ml of 1% ethanol instead of 0.015ml of 100% 

ethanol. The same preparation procedure was used for the other concentrations. 

5.2.2 Ethanol Results- 0% (Water) to 100% (Ethanol) by 5% 

Increments 

The experiments shown in this section were conducted at room temperature 

(21.4±0.5°C). A 2-port TOSM (Through Open Short Match) calibration was performed 

for the 1.55GHz-1.57GHz frequency window for each of the four graphs on the VNA. 

lionel WENDLING 121 



Chapter 5 Cavity Resonator Experiment Results 

It is known that temperature has a huge effect on the resonant frequency and 

therefore was closely monitored during testing. To obtain results without temperature 

sensitivity, the temperature should not change by more than half a degree Celsius 

between the samples. Therefore, in order to achieve accurate results, the experiment 

should be performed in a room monitored with thermostats or automatic air 

conditioning to keep the temperature within ±O.S°c. 

The samples were placed one by one into the cavity and tests were performed. 

The software captures the 4 graphs representing the transmission and reflection S

Parameters and their phases. All the data .was saved to a .CSV file and subsequently 

exported to Excel to be analysed. 

With a few algorithms running inside the acquisition software, useful data was 

extracted from the 4001 points in each graph, such as the resonant frequencies, 

magnitudes and phase and the Q-factors. 

Figure 5.6 (a) and (b), are the results of the insertion loss of the samples. The 

average frequency shift for the 5% increments is excellent; none of the concentrations 

are too close to each other and every sample is dearly distinguishable. Water has more 

insertion loss than ethanol. 
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Insertion loss S21 M-cnltude 

(a) 

Insertion Loss 521 P~.s. 

I 
I 

(b) 

Figure 5.6. Experimental results of the insertion loss (a), and the insertion loss phase (b) for the full 

range of samples (5%). 
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The resonant frequency increases as the permittivity decreases as anticipated. 

The maximum frequency shift was observed as SMHz as well as a maximum magnitude 

change of 2dB. The Q-factor displayed significant changes between the samples. 

Furthermore, the formula for 521 Q-factor is different than the formula to calculate 

511 Q-Factor, so it was of interest to see if the curves match. The Q-factor results along 

with all the other extracted data are presented in section 3.3.6. 

In Figure S.6(b) the phase values at resonant frequencies occur between 20 and 

50 degrees. Another noticeable change is that the lower concentration samples are 

separated in frequency by more than the higher concentration samples. This means 

that very small amounts of ethanol in water are more detectable than small amounts 

of water in ethanol. 

The results of the return loss (511) and the return loss (511) phase for the full 

range of sample (S%) are shown in Figure S.7(a) and (b) respectively. Ethanol has a 

greater return loss than water by about 7dB, and its resonant frequency is sMHz higher 

than the resonant frequency for water. The samples appear to be in the same order 

(frequency/dielectric values) as was the case with the insertion loss measurements 

(Figure s.6(a) and (b). Note that the phase local minimum and maximum (Figure 5.7 

(b)) increases and that the gradient between those two points becomes steeper as the 

sample's dielectric constant increases. 
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Return loss 511 Macn1tude 
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Figure 5.7. Experimenta l results of the return loss (a), and return loss phase (b) for the full range of 

samples (5%). 
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5.2.3 Ethanol Results- 00/0 to 50/0 by 1 % Increments 

The same experiment was repeated with low percentage samples (0% to 5%). 

The permittivity difference between 0% and 5% is very small. Water has a permittivity 

of 82 and ethanol 24. Equation 5.1 is used calculate the permittivity of any samples. 

EMix = EWat * Wat. Concentration(%) + EEth * Eth. Concentration (%) (5.1) 

A change of 5% as in the previous experiment corresponds to a permittivity of 

the mixture change of 2.9 between samples. However, with concentrations ranging 

from 0% to 5%, a one percent increase only results in an increase of the permittivity 

value of the mixture by 0.58. Figure 5.8(a) shows the insertion loss (521) and figure 

5.8(b) displays the phase of 521. The frame inside the insertion loss graph is a zoomed 

view. There is about 0.35-0AOd8 loss between the two extremes (0% and 5%). The 

frequency shift between 0% and 5% is about 0.7MHz (700 KHz). Although the 6 

samples are very close, by reducing the frequency span from 20MHz to 6MHz (zoom's 

span) and by keeping the number of pOints to 4001, the difference for an increase in 

concentration of 1% is clearly visible. The shape of the phase response also changes. To 

use the phase as an indication for ethanol concentration, the largest shift in frequency 

at constant phase values (for SO degree) was measured. 
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Figure 5.8. 521 measurements, (a) insertion loss, (b) phase. 
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The measurements of the return loss (511) magnitude are shown in figure 

5.9(a) and its phase in figure 5.9(b). Between the two extremes (0% and 5%), the 

system recorded a 0.7MHz frequency shift as was the case with the 521 values. The 

magnitude shift is about 0.2dBm, which is less than for the 521. 

The frame inside figure 5.9(a) is a zoomed view with a frequency span equal to 

6MHz. From this it can be seen that the samples are in order with the permittivity 

values and are equally spaced. The magnitude of the resonances slightly reduces (by 

about 0.3dB) as the concentration of ethanol decreases. 

In figure 5.9(b), one can observe the reaction of the phase for the different 

samples. The phase signal is noisier than the phase of 521. A smoothing of 0.5-2.5% 

reduces the noise significantly. 

The advantage of measuring 511 phase over 521 phase is that it provides a local 

minimum and local maximum. The local minimum and maximum are found in the 

bends of the '5' shaped curve. However, for this project, it was decided not to retain 

local minimum and maximum of the phase as there were already sufficient variables to 

differentiate the samples (521f0, 511fO, 5210, 5110, 521 mag, 511 mag, reflection 

coefficient and V5WR). 
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Figure 5.9_ Sl1 measurements, (a) return loss magnitude, (b) phase. 
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5.2.4 Ethanol Results- 0% to 1 % by 0.2% Increments 

The same experiment was also carried out with the lowest sample 

concentrations. These f ive samples correspond to ethanol concentrations of 0%, 0.2%, 

0.4%, 0.6% and 0.8%. Their insertion loss and return loss curves are plotted in figure 

s .lD. The graphs have two V-axes for the magnitudes (521 on the left and 511 on th e 

right). Unfortunately, the sensor is not able to detect the 0.2% increment between the 

samples. The curves appear to be randomly positioned in frequency and magnitude, in 

no particular order. Those results prove that the cavity resonator's highest accuracy 

allows concentration change of 1% for water/ethanol mixtures to be detected. This is 

the lower detection limit of the cavity resonator. 

Cavity Resonator Results for Water/Ethanol Samples Inferior to 1% 
-14 .---r---.--------,----,-------r-----r---,-------r -5.5 

-14.5 t----'':'\r+-------,I-----,.~~--+---t---~~--+--__t -6 

! -15 +----+-;M4---+---+---t---f---j,~Il"'7'_'__t 65 • ~ -. -
~ j 
j -15.5 -7 j 

-16 ¥---+------II----~~\,--+---t--~~---+--__t -7.5 
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Figure 5.10. Cavity Results for Sample Inferior to 1% (0%-0.8%). 
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5.2.5 Ethanol Extracted Data 

From the 5-parameters acquired from the VNA, the software extracts 

information, analyses and stores it in a comma separated file which is readable by 

Microsoft Excel. This information can then easily be plotted against the concentration 

in order to characterise the full range of samples. Figure 5.11 shows the resonant 

frequencies of 521 and 511 for each sample from 0% to 5% by 1% increments and from 

5% to 100% by 5% increments of ethanol per sample, a total of 25 samples. Because 

resonance of insertion loss and return loss are literally the same, only one trend line 

was used. The trend line is a third order degree polynomial equation and has a 

correlation factor with the data points greater than 99%. 

Figure 5.12 shows the magnitude values of 521 and 511 at resonance for all 

samples. The blue data points were extracted from the 511 data and the red pOints 

from 521. Both trend lines are third order degree polynomial equation and have 

correlation factor with the data which is above 99%. 50me concentrations have very 

similar magnitudes at resonance. This is a disadvantage for high concentration 

samples, but it is much better for small concentrations and as interested in detecting 

very low levels of ethanol this does not matter. At high concentrations, it can be 

Possible to compare another parameter such as Q-factor to confirm the right amount 

of ethanol present in the sample. 
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In figure 5.13, the Q-factors measured on the insertion loss (521) and return 

loss (511) for the full range of samples are shown. The Q-factor extracted from the 521 

data is slightly higher than that obtained from the 511 data for small concentrations 

and throughout the range 65%, of ethanol is reached. After that value, there is an 

opposite effect. Both Q-factors data points have been modelled using a third order 

polynomial equation and have correlation factor above 99%. The average difference of 

values between 521 and 511 Q-factors is around 22, which is pretty close. They also 

have the same shape. 
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Figure 5.13. 521 and 511 Q-factors. 
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The last sets of extracted data to be presented are the reflection 

coefficient and the VSWR which are shown in figure 5.14. Note that graph has two Y-

axes, one to read the reflection coefficient (left) and one to read the VSWR (right). 
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From figure 5.14 it is clear that for water (0%), 42% of the incident wave power 

is reflected whereas only 20% is reflected back with ethanol (100%). For t he sa me 

sample respect ively, the VSWR is 2.5 and 1.5. As with the other sets of data, the data 

points correlate well with third or fourth order polynomial equations. 

Table 5.4 describe the Signal to Noise Rat io (SNR) for S21 and Sl1 for 3 sa mples 

(water, 50% and ethanol). Their value has been calculated according to equation 5.1. 
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SNR = 10.10 (Signal in dB) 
910 noise in dB 5.1 

Rectangular Cavity Signal to Noise Ratio for 
Ethanol Measurements 

521 511 

water 26,86934037 21,87349772 

50% 26,71817758 24,02131062 

Ethanol 27,22509279 25,31865816 
Table 5.4. SNR for the cavity resonator ethanol measurements. 

As summarised in the table, the SNR is better for transmission measurement 

than for reflection measurements for all three sample taken. This is simply because in 

transmission, the EM wave is only travelling once through the cavity. For the reflection 

measurements where the EM wave is travelling through and back and is as a result, 

affected by more perturbations. The SNR is the limiting factor for the sample 

characterisation, however, in the case of the cavity the reflection measurements are 

still acceptable. 

Figure 5.15 show the repeatability of the system, done for four measurements 

of water for a temperature equal to 22°C at 1 hour of interval each time. The maximum 

frequency shift is equal to 50kHz and the maximum magnitude shift is equal to 0.04SdB. 

Lionel WENDLING 135 



Chapter 5 Cavity Resonator Experiment Results 

iD' 
:i. .. 

Repeatability 
·13,4 r---------------------------

1 5 1556,2 1556,4 1556,5 1556,8 1S57 1557,2 US7,4 15S7,5 1557,8 lSSB 

·13,5 r--------=~" •• ii~=_-----------
·13,' ~----~tI'tf!f£_---------\~---------

! -13,7 r---""'-:1!" -------------- -"ti/\-------

I 
-13,' t--tlf9-------------------~~----

-13,t 1fT'r-------- --------------ttt----

·14 ~ _____ _____ ___ __________ ........ __ 

Frequency (MHz' 

Figure S.lS. Repeatability of the system. 

- U , lol 

- st,102 

- $0,103 

- SO,104 

Comparing the results with other studies, in the paper called 'Measurement of 

Liquid Composition Percent using Coaxial Cavity Resonator' [73], the authors used a 

circular cavity with an inside section that can be filled with a liquid solution to be 

tested. Their cavity works in the TEll mode at 140M Hz. It was tested for the full range 

of sample from water to ethanol. They only reported the resonant frequencies versus 

the sample concentrations and found 18MHz shift between the water sample and the 

ethanol sample. 

Another paper [74], based on a circular cavity working in the TMolO mode have 

done some tests on water/ethanol and water/sugar mixtures. Their water/ethanol 
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mixtures were tested from 0% to 10% ethanol. They observed about 5db of magnitude 

difference between the minimum and maximum concentration but they are only 

stretched over 100kHz. Note that the samples are not equally spaced; the magnitude 

difference from 0% to 5% is the same as the magnitude difference between 5% and 

6%. The results of the water/glucose tests concluded in a frequency shift of 50kHz and 

a magnitude shift of about 1dB for samples ranging from water to 11% glucose. 

James M. McKee and P. Johnson claimed that a single sensor capable of 

detecting alcohol and sugar could be realised [75,76]. They have published a paper 

about aqueous ethanol glucose mixtures sensing using a microstrip pass-band filter. 

They claim that after calibrations, the volume percentage of an n-component(s) 

solution can be uniquely determined by measuring the real part of the permittivity at 

n-1 distinct frequencies. 

5.3 Cavity Resonator Glucose Results 

5.3.1 Sample Preparation 

The samples used to check whether glucose quantities are detectable with the 

cavity resonator and the suspended ring resonators ranged from water (0 mol/I) to 1 

mol/I of glucose solution. 

lionel WENDLING 137 



Chapter 5 Cavity Resonator Experiment Results 

Samples were prepared and tested for 0.1 mole increments. The mole (symbol : 

mol) is a unit of amount of substance, it is an SI base unit, and one of the few units 

used to measure this physical quantity. The mole is defined as the amount of substance 

of a system that contains as many "elementary entities" (e.g. atoms, molecules, ions, 

electrons) as there are atoms in 12 g of carbon-12 (12C) [77] . A mole has 

6.D221415x10
23 

atoms or molecules of the pure substance being measured . A mole wi ll 

possess a mass exactly equal to the substance's molecular/atomic weight in grams. 

Because of this, one can measure the number of moles in a pure substance by weighing 

it and comparing the result to its molecular/atomic weight. 

Figure 5.16 presents a molecule of Glucose. The molecular equation is C6H120 6, 

where C is carbon (black), H is hydrogen (red) and 0 is oxygen (white). 

Figure 5.16. Glucose Molecule (78) . 

The molar mass of glucose is 18D.16g. Therefore 1 mole of glucose is made by 

dissolving 18D.16g of glucose in 1 litre of water. The glucose samples have been made 
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in the biological department of Liverpool John Moores University. First, 180.16g of 

glucose (Figure 5.17 (a)) was weighed on an electronic scale capable of measuring to an 

accuracy of 1 milligram. Then, de-ionized water was poured (about SOOml) into a pyrex 

glass container and placed on a stirring/hot plate device as shown on Figure S.17(b). 

Figure 5.17. Glucose powder (a), glucose mixing with water (b) . 

The device helps to reduce the process time. If too much glucose is poured into 

cold water it crystallises and becomes hard. To avoid that, the hot plate has also a 

magnetic field rotating inside the plate, and when a magnet stirrer was placed inside 

the container, it rotated and mixed the glucose powder with water efficiently. Once 

the water had reached about 50°C, glucose was added slowly until all the 180.16g was 

completely mixed with water. When the solution was clear of crystals and fully mixed, 
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the remaining water was added to top up the solution to 1 litre. The jar then contains a 

solution of 1 mol/I of glucose. This was then used to make the samples as table 5.5 

shows. The glucose samples were made by mixing glucose in solution and water with 2 

pipettes (O.l-lml and l-sml). 

Glucose Concent. Glucose Water 15 ml sample ssml sample 
Ratio (Cavity) (Ring) 

(mole/I) g/I = mg/ml water 1 mole sol. Water 1 mole sol. 
(ml) (ml) (ml) (ml) 

0 0 15 0 55 0 

0.1 18.016 13.5 1.5 49.5 5.5 

0.2 36.032 12 3 44 11 

0.3 54.048 10.5 4.5 38.5 16.5 

0.4 72.064 9 6 33 22 

0.5 90.08 7.5 7.5 27.5 27.5 

0.6 108.096 6 9 22 33 

0.7 126.112 4.5 10.5 16.5 38.5 

0.8 144.128 3 12 11 44 

0.9 162.144 1.5 13.5 5.5 49.5 

1 180.16 a 15 0 55 

Table 5.5. Glucose Sample Concentration. 

Two sets of samples were made, one for the cavity resonator (lSml) and one 

for the suspended ring resonator (SSml). The smallest sample apart from water 

(O.lmol/l = 100mmol/l) is 18.016mg/ml. Humans have a normal blood sugar level of 

4.4-6.1mmoljl. A value of Smmol/I converts to O.9smg/ml. Shortly after consumption 

of food the blood sugar level increases temporally to reach up to 7.8mmol/l (l.4mg/ml) 

[89]. 
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5.3.2 Glucose Results - OmolJI of glucose to lmoljl by O.lmoljl 

Increments 

The samples were prepared a day in advance and were stored in a fridge 

overnight at a temperature of 6.5°C. Their temperatures were monitored and recorded 

between 6.9°C to 7.6°C when the tests were carried out. This was done to insure that 

the samples were measured exactly at the same temperature. The software was able 

to record up to 5-6 measurements per minute. The 11 samples were analysed by the 

cavity resonator in about 2 minutes allowing their temperatures only to rise by 0.7°C. 

This is acceptable for measurement comparison. 

The insertion loss (521) for each concentration is shown in Figure 5.18{a), and 

the return loss (511) in Figure 5.18{b). The magnitude changed by 2.2dB between 

water and the 1mol/I solution. The return loss magnitude difference between the same 

samples was only 1.6dB. Their resonant frequencies were separated by 1.SMHz at peak 

value. 
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Insertion Loss 521 for Glucose Concentrations 
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Return Loss 511 for Glucose Concentrations 
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Figure 5.18. Responses for glucose concentration, insertion loss 521 (a) and the return loss 511 (b) . 
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Table 5.6 shows the signal to noise ratio for the glucose measurements of the 

cavity resonator for the insertion loss (521) and return loss (511) for water, O.smolll 

and 1mol/I. They are significantly lower than those for ethanol measurements (26.8 to 

27.2 for 521 and 21.8 to 25.3 for 511). 

Rectangular Cavity 5ignal to Noise Ratio for 
glucose measurements 

521 511 

water 16,21695462 10,17033339 

50% 16,57055853 11,33538908 

Ethanol 16,95919253 12,25309282 

Table 5.6. Signal to noise ratio for glucose measurements. 

5.3.3 Glucose Extracted Data 

Figure 5.19 displays the magnitude of 521 and 511 depending on the glucose 

concentration in moles per litre of water. Unlike ethanol, the glucose samples react in a 

linear manner. As we can see, the two straight lines represent linear trend lines. 

Figure 5.20 shows the changes in the Q-factor values for all the samples. The 

trend line used for the curve fitting is linear as was the case for the magnitudes of 521 

and 511. Its minimum value is 179 for water and the maximum is 240. The correlation 

factor between the points and the trend line is 98.85%. 
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Magnitude at Resonance for Glucose Concentrations 
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Figure 5.19. Magnitude of 521 and 511 at resonance for water/glucose concentration . 

521 Q-Fllctor for Glucose Concentrations 
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Figure S.20. Q-Factor for glucose concentrations. 
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Figure 5.21 shows two variables derived from the return loss, the reflection 

coefficient (red) and the VSWR (blue). 

All the other parameters monitored also displayed linear characteristics. The 

reflection coefficient varies from 69% for water to 57.5% for the 1mol/I mixture. The 

correlation with its trend line is very high at 99.84%. The VSWR value for the water 

sample is 5.4, but for 1mol/I it is 3.75. The linear trend line is correlated at 99.29% with 

the data points. 

Reflection Coefficient and VSWR for Glucose Concentrations 
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Figure 5.21. Reflection coefficient and VSWR for different glucose samples. 
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The main disadvantage of this cavity is that the insertion hole will only 

accommodate a specific size of finger. If the diameter of the insertion hole is bigger 

than the diameter of the finger, microwaves will escape or leak from the cavity, 

introducing errors in readings. If the insertion hole is too small, the finger cannot be 

introduced and no measurements can be taken. Furthermore, the finger has to be long 

enough to touch the opposite wall of the cavity (8.6cm away) . If the finger is only 

partially introduced the reading would be wrong. Also, if the finger is not perfectly 

perpendicular to the insertion hole plane, results would be false. Figure 5.22 shows on 

the left, fingers introduced that are not perpendicular to the hole plane, and on the 

right it shows a finger only partially introduced. 

I 
"r--- 1-- - -

,,' I 
, , 

Figure 5.22. Wrong finger positions leading to errors 

All these conditions have been experienced during sample testing, and show 

that a cavity resonator with an insertion hole is not the best for this kind of 

measurement. The irregularities between everybody's fingers are also very challenging. 

This resonator has proven that measuring water/ethanol concentration of up to 1% is 
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feasible, but the geometrical parameters of the resonator are not suitable for finger 

tests. For this reason, in chapter 6, a novel microwave sensor for alcohol detection is 

explained and its design illustrated. This sensor is based on a suspended ring resonator, 

derived from a microwave sensor used for a completely different application. 

Parametric simulations are shown for the same permittivity values as those that were 

used for the rectangular cavity, allowing simulation comparisons between the two 

designs. 

Summary 

In this chapter, the design of a rectangular cavity sensor was discussed and results for 

both water/ethanol mixtures and water/glucose mixtures are given, followed by the 

extracted data used to characterise the samples. The potential accuracy and drawbacks 

are also discussed. 
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6 SUSPENDED RING RESONATOR 

DESIGN AND SIMULATIONS 

6.1 Microstrip Ring Resonator Background 

The microstrip ring resonator was first proposed by P. Troughton in 1969 for 

measurements of the phase velocity and dispersive characteristics of a microstrip line. 

In the first 10 years most investigations were concentrated on the measurements of 

characteristics of discontinuities of micro-strip lines. Figure 6.1 shows a portion of a 

microstrip line. It consists of a copper track of width wand height b, glued on a PCB of 

thickness h and with a dielectric constant Cr. A copper ground plane is present on the 

other side. 

air 

Figure 6.1. Microstrip Line Characteristics. 

In the 1980s, applications using ring circuits as antennas, and frequency

selective surfaces emerged. Microwave circuits using rings for filters, oscillators, 
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mixers, and couplers were also reported. Sophisticated field analyses were developed 

to give accurate modelling and prediction of a ring resonator. Some unique properties 

and excellent performances have been demonstrated using ring circuits built in 

coplanar waveguides and slot lines. Integration with various solid-state devices was 

also realized to perform tuning, switching, amplification, oscillation, and optoelectronic 

functions [79]. 

6.2 Microstrip Ring Resonator Design Properties 

6.2.1 General Properties 

The ring resonator is a simple circuit. The structure only supports waves that 

have an integral multiple of the guided wavelength equal to the mean circumference. 

The circuit is also easy to fabricate. However, more complicated circuits can be created 

by cutting a slit, adding a notch, cascading two or more rings, implementing some solid 

state devices, integrating with multiple input and output lines, and so on. These circuits 

are best suited to particular applications. It is believed that the variations and 

applications of ring circuits have not yet been exhausted and many new circuits will 

certainly come out in the future [80]. 

The ring resonator is a transmission line formed in a closed loop (figure 6.2). 

The basic circuit consists of the feed lines, coupling gaps, and the resonator. The feed 

lines are separated from the resonator by a distance called the coupling gap. The feed 

lines couple power into and out of the resonator. The size of the gap should be large 
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enough such that the fields in the resonator are not appreciably perturbed, yet sma ll 

enough to allow adequate coupling of power. If the distance between the feed lines 

and the resonator is large, then the coupling gaps do not affect the resonant 

frequencies of the ring. This type of coupling is also called "loose coupling." Loose 

coupling is a manifestation of the negligibly small capacitance of the coupling gap. If 

the feed lines are moved closer to the resonator, however, the coupling becomes tight 

and the gap capacitances become appreciable. This causes the resonant frequencies of 

the circuit to deviate from the intrinsic resonant frequencies of the ring. Hence, to 

accurate ly model the ring resonator, the capacitances of the coupling gaps should be 

considered [44,80]. 

Coupling Gap 

Figure 6.2. Composition of a ring resonator. 

When the mean circumference of the ring resonator is equal to an integral 

multiple of a guided wavelength, resonance is established. This may be expressed as: 

2rrr = nAg for n = 1, 2, 3, ... (6.1) 
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t: nc 
'0 = 2nrvEeff 

(6.2) 

Where, is the mean radius of the ring that equals the average of the outer and 

inner radius, "Ag is the guided wavelength, n is the mode number, and fO is the 

resonant frequency. This relationship is valid for the loose coupling case, as it does not 

take into account the coupling gap effects. From this equation, the resonant 

frequencies for different modes can be calculated since "Agis frequency dependent. 

There exists a linear relationship in a non-dispersive medium between the 

frequency and the phase constant or wave-number, ~, where: 

~ = 21T./"Ag (6.3) 

If the frequency doubles, then likewise the wave-number doubles. In a 

dispersive medium this is not true. The microstrip line is a dispersive medium. The 

dispersion in a microstrip line can be explained by examining the effective permittivity, 

Eeff In the case of a microstrip the effective permittivity is a measure of the fields 

confined in the region beneath the strip. In the case of very narrow lines (feed lines 

and ring width) or a very low frequency the field is almost equally shared by the air (Er 

= 1) and the substrate so that, at this extreme, 
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1 
Eeff = 2 (rr + 1) as f -+ 0 (6.4) 

Where Er is the relative dielectric of the substrate. For very wide lines or a very high 

frequency nearly all of the field is confined to the substrate dielectric, and therefore at 

this extreme, 

Eeff = Er as f -+ 00 (6.5) 

It is therefore clear that the effective permittivity is frequency dependent, 

increasing as the frequency increases. The effective permittivity is defined in equation 

6.6 where c is the velocity in free space, f the frequency, and Ag the guided 

wavelength: 

Eeff (0 = (:g) 2 (6.6) 

If we assume that, as in Equation (6.6), any microstrip resonator will only support 

wavelengths that are an integral multiple of the total length, then 

(6.7) 
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Where ftis the total length of the resonator. Substituting for Agin Equation (6.8) yields 

the following equation: 

(nc) 2 
Eeff (0 = fIt (6.8) 

If the total length of a resonator, the resonance order, n, and the resonant frequency 

are known, then Eeff can be calculated from Equation (6.8) [42]. 

6.2.2 Coupling Gap 

The coupling gap is an essential element of the ring resonator. It is the electrical 

discontinuity of the feed lines from the ring that allows the structure to only support 

selective frequencies. Coupling efficiency between the microstrip feed lines and the 

annular microstrip ring element wi" affect the resonant frequency and the Q-factor of 

the circuit. Choosing the correct coupling for the proper application is important. The 

size of the coupling gap also affects the performance of the resonator. If a very sma" 

gap is used, the losses wi" be lower but the fields in the resonant structure wi" also be 

more greatly affected. A larger gap results in less field perturbation but greater losses. 

The coupling gap between the feed line and the ring is represented by an L network of 

capacitance Cg (gap) and CI (feed Jines). The loss less ring resonator can be 

represented by a shunt circuit of Lr and Cr. In addition, comparing Cg and CI' the 
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coupling gap is significantly dominated by eg. To simplify the calculation of the input 

impedance, the fringe capacitance Cf is neglected as shown on the right of Figure 6.3 

(b). The total input impedance obtained from the simple equivalent circuit is given by: 

(6.9) 

Portl-_ --- Port2 

(3) 

Porl2 
o 

(b) 

Figure 6.3. Ring resonator (a); equivalent electrical schematic (b). 

Where w is the angular frequency. At resonance, Zin = 0 and the resonant angular 

frequency (wo) can be found using equation 6.10: 

(6.l0) 
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The equation shows that if the coupling gap size 9 is decreased (Cg increases), 

the resonant frequencies are reduced. The coupling gap size effect on the insertion loss 

can be observed from the two-port ring circuit shown in Figure 6.3. The insertion loss 

521 ofthe simplified equivalent circuit on Figure 6.3{b) is given by 

2 
S21(oo = (00) = (6.11) 

2(1+ZgY)+Zg(2+zgy)/zo+YZo 

Where, 

1 Zg =-
j(woCg) 

y = J(wO)2LrCr -l) 

wOLr 

and Zo is the characteristic impedance. 

(6.12) 

(6.13) 

It can be found that a smaller (larger) gap size 9 has a lower (higher) insertion 

loss and a more (less) significant effect on resonant frequency. In many of the ring's 

applications, the resonant frequency is measured in order to determine another 

quantity. For example, the resonant frequency is used to determine the effective 

permittivity (Eeff) of a substrate and its dispersion characteristics. It is important in this 

measurement that the coupling gap does not affect the resonant frequency of the ring 

and introduces errors in the calculation of Eeff. Troughton [43] realised this and took 
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steps to minimize any error that was introduced. He initially used a small gap. The 

resonant frequency was measured and then the gap was etched back. Through 

repeated etching and frequency measurements the optimum point was determined at 

which the feed lines were not seriously disturbing the fields of the resonator. However, 

this is a very tedious and time-consuming process [42, 43, 80]. 

6.2.3 Ring Width 

As the normalized ring width/ring radius, (w/Rm) is increased, higher modes are 

excited. This occurs when the ring width reaches half the guided wavelength and is 

similar to the transverse resonance on a micro-strip line. Figure 6.4 shows the 

characteristic parameters of the ring physical dimensions. 

Figure 6.4. Ring Properties. 

To avoid excitation of higher order modes, a design criteria of w/Rm<O.2 should 

be observed [42]. Another characterisation of ring width is the increase of dispersion 

on narrow rings. If rings for which w/Rm<O.2 are used, then dispersion becomes 
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important for the modes of n>4. Wide rings do not suffer the effect of dispersion as 

much as narrow rings [43] . 

6.2.4 Ring Propagation Modes and Dielectric Determination 

The difficulty in the study of a micro-strip propagation mode is that the 

propagation occurs in the substrate of permittivity Er and as well as in the surround ing , 

air which has a permittivity equal to 1 as shown in Figure 6.5. 

--.. ~ H Fields 

-----. E Fields 

. . 
• · · · 

" ... - ...... , 
, " " , . 

· • · • 

Copper Feed Line 

Substrate 

Copper Ground 
~~~~~~~ 

Figure 6.5. Quasi-TEM mode of a microstrip line. 

The propagation is hybrid propagation and has 6 non-zero components of the 

electromagnetic field. In fact, the longitudinal components Ez and Hz are small and the 

propagation mode can be considered as quasi-T.E.M. Even in this case, it is very 

difficult to define a propagation velocity (v). For a TEM wave the propagation velocity is 

given by equation 6.14 : 

v = c/..JE;. (6.14) 

Er being the dielectric constant of the medium of propagation. 
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However in this case, the propagation occurs in 2 different media with different 

dielectric constants Er. The problem would be easier if there is a single medium around 

the microstrip line as shown in figure 6.6. 

Air (Er=l) 

........ E.r ...... !c) ........ E.
e 
...... 

Figure 6.6. Microstrip Line Dielectric Determination . 

The solution is to determine the equivalent microstrip dielectric properties. For 

more than 25 years, research has been carried out on that subject, Hammerstad found 

a way to calculate Ee using equations that depend on w, hand Er [81,82]. 

For micro-strip lines with a ratio w/h ~ 1: 

-1 

Ee = ~ (Er + 1) + ~ (Er - 1) (1 + 12 ~)2 
2 2 w (6.15) 

and for micro-strip lines with a ratio w/h S 1: 

1 1 ( h)7 (W)2 Ee = 2' (Er + 1) + 2' (Er - 1) [ 1 + 12;; + 0.04 1 - h ] (6.16) 
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However, for liquid detection, a plastic pipe or sample holder is needed to 

contain the liquid, adding two more dielectric values to the problem. Figure 6.7 is a 

cross-sectional view of the liquid detection model. The micro-strip resonator is 

indicated in bold with the plastic tube filled with liquid on top. 

Plastic Pipe (2<Er<7) Mixture (20<Er<85) 

L....!!::=:::::::;. - Air (Er=l) 

.--t--- Substrate (Er=4.4) ------Copper 

Figure 6.7. Principle of liquid testing using microstrip circuits . 

The equation to determine Ee is totally different than the Hammerstad 

equation, and very difficult to define. For this reason for this investigation dielectric 

variations are simulated and not calculated [44] . 

6.3 HFSS Design and Simulations 

6.3.1 HFSS Models of Microstrip Ring Resonator 

Before reaching the final design, several intermediary designs were simulated 

and tested. Different coupling methods were adopted from a paper by Park and Lee 
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[83] and tested for water/ethanol detection. The first design is a simple microstrip ring 

resonator (RR) with loose coupling, as is the second but this differs in that it has feed 

lines that are curved to increase the coupling (Arcl). The third design has two curved 

feed lines and a split ring (Arc2) also called a 'two line with a slit ring'. Figure 6.8 shows 

respectively the top view of the different designs. 

Figure 6.8. Evolution of the ring design (RR, Arc! and Arc2 from left to right). 

The simulation results are shown in figure 6.9. The simple ring (RR) reflects 

almost all the power and as a result the reflected signal 511 is nearly flat. The 

transmitted signal 521 is too weak to measure any dielectric changes or Q-factor. It was 

tested with water/ethanol mixture and shown to be inaccurate and unstable. 

The second design (Arcl) presented some high quality-factor peaks, at 

resonance, the insertion loss 511 drops to -2SdB meaning that the transmission is very 

good. The transmission signal 521 is very strong reaching -ldB. After the tests were 

carried out, the ring was able to detect up to 10% changes between the samples. The 

observed frequency shift was 4MHz. 
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The simulation for the last ring design (Arc2) showed that the coupling was very 

good but weak peaks mean very low Q-factors. This is not suitable for material 

characterisation. Note that the mean radius of Arc2 is slightly larger which results in a 

first resonance at 1.5GHz where Arc1 and RR resonate at about 1GHz. The split ring 

suppresses the third resonance peak on 521. 

Microstrip Ring Resonator - design 1,2, and 3 
Insertion loss S21 and Return loss Sl1 Simulations 
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Figure 6.9. S-parameter simulation results for RR, Arc! and Arc2. 

The final design for the ring was inspired by Gopalakrishnan and Chang [84] and 

is called suspended ring resonator. The model relating to this design is considered in 

the following section. 
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6.3.2 HFSS Model of the Suspended Microstrip Ring Resonator 

The f inal design, a suspended ring resonator for liquid detection, has been 

derived from a similar system used to measure the dielectric value of foams [85] (figure 

6.10). The sizes of the ring and feed line have been changed to match the frequ ency 

and the purpose of the ethanol detection project [85] . 

Based on a microstrip ring resonator, here the ring and the feed line network 

are physically located on different planes (substrates) . This enables the placement of 

an arbitrary sample of material between the substrates. The ring is located on the 

lower surface of the upper PCB and the feed lines are situated on the upper surface of 

the lower PCB. The lower surface of the lower PCB is copper and provides a ground 

plane for the feed lines and the ring. 

Feed line 

p~rtll 
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--------- p-------... ---------
I I 

• l '~ f-H'l Cg: : Cg 

Cp : Ring: Cp 

, T ,: "T, 
~ __________ I : ________ : '----- ______ 1 

• 
Port1 Port2 

• • 
Left Gap Right Gap 

(b) 
Figure 6.10. Structure of suspended ring resonator: cross section view (a), equivalent network parameter 

The feed lines were designed to be 50 Ohm lossless transmission lines. Each 

coupling gap can be modelled as an L-network of two capacitors whose values depend 

on the physical geometry of the gaps. Their values can be estimated, but in this project 

they were simulated to obtain the best transmission. The effect of the ring width, the 

height between the two planes and the effect of permittivity changes when a sample is 

introduced were simulated. 

The PCB used to build the circuit was a double-sided FR-4 substrate 

(permittivity = 4.4) and was 1.6mm thick. The copper layers were 35 11m thick. Those 

parameters have been chosen depending on availability and cost. Figure (6.11) shows 

the HFSS model of the suspended ring resonator as it has been simulated. 
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Ring Air Box 

Excitat ion Ports 

Figure 6.11. HFSS 3D Model of the Suspended Ring Resonator. 

The feed lines, the ring and the ground were assigned as copper, the substrate 

as FR-4 dielectric. The air box was necessary to show the E and H fields, its height was 

equal to A/4. 

The mesh resolution was set to A/10 as this is the minimum requirement to get 

accurate results. The width and length of the feed lines was calculated to have an 

impedance of 50 Ohm using an HFSS tutorial found on the EMTalk website [39]. Figure 

6.12 shows the web application used to calculate the physical dimension of the feed 

lines. 
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Substrate Parameters 

Frequency: !.'-/' .c:..:05 __ IGHZ 

Electrical Paramet.rs 

20: / r.:so:---'In I Synlhe.izt I 
Elec . length : ~1.5==~ld.g I Anal}," I 

Physical Par. me te r. 

Figure 6.12. Design Properties of the Feed lines. 

The excitation ports sizes have also been calculated on that website as shown on figure 

6.13. Their size only depends on the track width and the substrate height. 

Enter tr~ce width (w) : E:::=J 
Enter substrAte height (h): [1.6 . I 

Wave por t Width "~ 
Waveport Height" E:::=J 

Figure 6.13. Excitation Port Size Calculator. 

The ports are made of two 2D sheets then assigned to excitation wave ports. 

The direction of the electrical field is defined by an arrow pointing down (TEM Mode), 
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gOing from the copper feed-lines to the copper ground. The excitation ports position is 

shown in figure 6.13. The ports were in fact placed at the exact position where the 

SMA coaxial to microstrip transitions are situated. PorU sends the electromagnetic 

waves and port2 receives them. As seen earlier in the section 3.3.5 'S-Parameters', the 

return loss (511) depends only on port1 (reflection on porU) and the insertion loss 

(521) is what is transmitted from port1 to port2. 

Figure 6.14 and figure 6.15 show the simulated electrical field vectors and the 

magnetic field vectors respectively. They form the characteristic pattern of the 

fundamental Quasi-TEM modes for ring resonator. The electric field is measured in 

Vim (Volts per metre) and the magnetic field is measured in Aim (Amperes per metre). 

The electric fields are stronger in the immediate proximity of the coupling gaps and nil 

on the top and bottom of the ring. Note that on the side view of both the magnetic and 

electric fields, the energy transferred from the feed lines to the ring is shown. 

Figure 6.14. Suspended Ring Resonator Electric Field Vectors . 
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The magnetic fields are stronger where the electrical fields are not present. The 

directions of the magnetic vectors are perpendicular to the directions of the electric 

vectors, as seen in section 3.1. 

Figure 6.15. Suspended Ring Resonator Magnetic Field Vectors . 

6.3.3 Parametric Simulations 

The ring's average diameter determines the resonating frequency of the ring 

resonator as seen previously. The ring resonator has been designed to have its 

fundamental mode at about l.SGHz. This is purely because it is easier and cheaper to 

find RF components for electronic prototyping. Figure 6.16 shows the different 

resonant frequencies for different internal ring radius at a constant external ring radius 

of 27.Smm. 
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Figure 6.16. Resonating Frequency for Different Mean Ring Radius. 

The coupling gap 5 for a normal ring resonator must be greater than zero and is 

generally in the range of O.lmm to O.Smm [84]. As the suspended ring resonator has 

two different planes (one for the feed lines and one for the ring), it is possible to 

introduce negative values for the coupling gap 5 in order to increase the coupling. 

Figure 6.17 shows the principle of a normal coupling (left), coupling for 5=0 (middle) 

and a negative coupling gap (right). 

Figure 6.17. Introduction to negative coupling gap (5<0) for suspended ring resonator. 
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Figure 6.18 shows the HF55 parametric simulation results (521,511) for the 3D 

model with coupling gap values ranging from lmm to -2mm by variations of O.Smm. 

Note that the first resonance does not appear exactly at 1.SGHz as predicted, because 

the coupling capacitors tend to lower the resonant frequency and these must be as 

small as possible for accurate measurements of the resonant frequency [86]. 

As predicted, the coupling surface and the coupling efficiency increase 

together. Comparing the curve for 5=-2mm (dark blue in Figure 6.18) and s=lmm 

(green) shows that the difference may be small but is still significant because the V5WR 

and reflection coefficient are improved (reduction of the VSWR by a value of 9 and r 

improved by 1.6%, see Table 6.1.). 

Simulated Return Loss 511 and Insertion Loss 521 Vs. Coupling Gap 5 
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Figure 6.18. Coupling Gap Effect on S-Parameters. 
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Influence of the Coupling Gap on the Reflect ion Coefficient and VSWR 

-2 -28.2772 -0.6403679 92.8927 27.140098 

-1.5 -28.9755 -0.6113911 93.20312 28.425258 s = Coupling Gap (mm) 

-1 -30.2057 -0.5600035 93.75616 31.031587 IL Insertion Lo ss (dB) 

-0.5 -31.9784 -0.4900671 94.51411 35.45716 RL Return Loss (dB) 

0 -31.2037 -0.5246972 94.13804 33.118264 r Reflection Coefficient (%) 

0.5 -31.5607 -0.514274 94.25107 33.789097 VSWR Voltage Standing W ave Ratio 

1 -32.2205 -0.4810097 94.61272 36.124467 

Table 6.1. Coupling Gap Effect on VSWR and Reflect ion Coeffi cient. 

By increasing the coupling surface the reflection coefficient has been improved 

by almost 2% and the VSWR by a factor of 9. For a perfect transmission, the reflection 

coefficient should be 0 and the VSWR should be 1. Compared to a cavity resonator, the 

refection loss is more important on a ring resonator. This is because a cavity has four 

walls to restrict the electromagnetic waves therefore it reduces the radiation losses by 

a significant amount. 

Another unknown parameter that needs to be simulated is the sample height. 

This is the height between both substrates, where the sample is introduced. Figure 

6.19 shows a parametric simulation showing the S-parameters depending on the 

height, for a coupling gap 5 of O.2Smm. 
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Figure 6.19. S-Parameter Results for Different Sample Height at S=O.2Smm. 
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It is clear from Figure 6.19 that the closer the two boards, the better the 

transmission. Table 6.2 summarises the reflection coefficient and the VSWR for 

different height values and for a coupling gap of O.2Smm. The best reflection 

coefficient is clearly when the height is equal to Omm which means both boards are in 

electrical contact. The reflection coefficient difference for height values going from 

Smm to 20mm, does not show significant changes (93.1% for s=5mm to 94.33% for 

s=20mm). However, the magnitude and Q-factor is decreases rapidly as the height 

increases. 
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Omm -10.14 -2.66 73 .63 6.585 

5mm -28.06 -0.62 93 .1 27.97 IL = Insertion Loss S21 (dB) 

10mm -38.89 -0.54 93 .97 32.19 RL Return Loss (dB) 

15mm -43.53 -0.53 94.12 33.02 r Reflection Coefficient (%) 

20mm -46.23 -0.51 94.33 34.28 VSWR Vo ltage Standing Wave Ratio 

Table 6.2. Simulation results for changing height when S=0.25mm. 

The same simulation was completed with the coupling gap equal to -2mm. The 

results of the S-parameters are displayed in figure 6.20. 

·11 
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Figure 6.20. S-Parameter Results for Different Sample Height at S=-2mm. 
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When the height is zero, not only do the boards make contact but the feed lines 

and the ring also make contact (5 being negative). As a result, the insertion loss is -0.83 

dB and the return loss is -37.7dB. Those calculations show that the transmission is very 

good. It is easily verified with the help of table 6.3, the reflection coefficient is only 

1.3% and the V5WR is 1.026. As the height increases, as with the previous simulation, 

the reflection coefficient and V5WR increase rapidly. For a sample height of 5mm, the 

reflection coefficient is 92.3% and the VSWR is 25 .2. This means than the design for 

which 5=-2mm responds slightly better than the design for which 5=0.25mm.( i.e. the 

reflection coefficient has improved by 0.7%, the V5WR by approximately 2.8, and the 

insertion loss by 2dB). 

Omm -0.832 -37.7 1.306 1.026 

5mm -26.14 -0.69 92.38 25.24 IL Insertion Loss S21 (dB) 

10mm -37.64 -0.56 93.76 31.06 RL Return Loss (dB) 

15mm -42.64 -0.54 94.02 32.44 r Reflection Coefficient (%) 

20mm -45.24 -0.52 94.21 33.55 VSWR Voltage Standing Wave Ratio 

Table 6.3. Simulation results for changing height when S=0.25mm. 

The results in table 6.3 show that the sample needs to have a maximum height 

of around 5mm. In this project, soft silicone pipes with an external diameter of 6mm 

were used. However, in order to detect a low level of alcohol, the inner diameter of the 

pipe needs to be as close as possible to its external diameter. This allows more volume 
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of liquid to be tested and therefore improve the accuracy of the system. To improve 

the sensitivity further, the pipes were made to pass through the detector four times as 

shown in figure 6.21. The four pipes were equally distributed on the ring resonator, 

and were perpendicular to the feed lines. In figure 6.21 the pipes are shown in silver 

with blue used to represent the liquid under test. Its permittivity can be changed to 

different values. The cylindrical form representing the liquid has a diameter of 4.8mm, 

which is the internal diameter of the pipes. The volume of a cylinder is nih with 

r=radius and h=height of cylinder. 

The width of the substrate is 100mm. The total sample volume being tested is 

therefore 4*n*2.42*100 = 7238.22mm3= 7.238ml of liquid. 

(a) (b) 

• • • • 

(b) (d) 
Figure 6.21. HFSS 3D model of the Ring Resonator with Sample Pipes, View from Below (a), View from 

Above (b), 3D Model (e), Side View (d) . 
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Once the 3D model was completed it was possible to simulate a change of 

permittivity for the liquid sample inside the pipes. This was done using a parametric 

analysis for five key permittivity values (sr= 1, 20, 40, 60, 80) for coupling gaps 5=0.25 

and 5=-2mm. 

These values were chosen because 1 is the permittivity of air (empty pipes), 20 

is close to the permittivity of pure ethanol (22-24), 80 is close to the permittivity of 

water (78-82), and 40 and 60 are two arbitrary values in between. 

Furthermore, the time required for one parametric simulation performed on 

the 3D model with the pipes filled with liquid (for 5 different permittivity values) was 

approximately 72 hours. Therefore, it was necessary that five values were enough to 

be able to validate a design. 

Figure 6.22 shows the magnetic field vectors inside the pipes filled with water 

(sr=80). The simulation was done at the resonant frequency for water. The magnetic 

field is strongest on the top and bottom of the ring, and is weakest near the feed lines, 

where the electric fields are strongest. 

In figure 6.23 a simulation of the 5-parameters (at different Er) for the first two 

resonant frequencies (two first modes) is presented, for S=0.2Smm. The frequency 

span used was 2GHz and commencing at 1GHz with 2SMHz steps. 
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Figure 6.22. Magnetic fields inside the pipes. 
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Figure 6.23. Parametric Simulation for Permittivity Changes (S=O.25mm) 
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The ring was designed to resonate at 1.SGHz. When the pipes are introduced 

the resonant frequency falls close to 1.4GHz (Er=l). The permittivity values between 

Er=20 and Er=80 create a total shift of about 80MHz for the resonant frequencies (for 

the fundamental mode). 

As the permittivity increases, the resonant frequency decreases. An important 

shift in frequency such as this could be of interest compared with the SMHz shift 

observed with the rectangular cavity (figure 5.7). The return loss is relatively high 

(around -lOdB), this means that the reflection coefficient and the VSWR are 

correspondingly high. 

Table 6.4 presents the simulated reflection coefficient and the VSWR for the 

first two modes. For the second peak, the frequency shift is even greater (about 

180M Hz) and the transmission higher (1.5-4%). However higher modes can be affected 

by instabilities. 

1= Air -0.491 94.507 35.41 -0.863 90.538 20.137 E, = Permittivity of Material 

20=Ethanol -0.411 95.381 42.301 -0.631 92.995 27.55 RL Return Loss (dB) 

40 -0.357 95.974 48.676 -0.565 93.699 30.74 r Reflection Coefficient (%) 

60 -0.348 96.077 49.978 -0.52 94.191 33.429 VSWR Voltage Standing Wave Ratio 

80=Water -0.363 95.902 47.805 -0.484 94.58 35.901 

Table 6.4. Simulated Reflection Coefficient and VSWR for Different Permittivity Values (S=O.2Smm). 
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The same experiment was repeated with the coupling gap S=-2mm. Figure 6.24 

shows the parametric simulation performed on HFSS. 

The results of figure 6.24 indicate that the negative coupling gap is capable 

working well. The return loss is smaller, therfore the reflection coefficient and the 

VSWR are smaller too. This mean less insertion loss and higher Q-factors. 

Table 6.5 shows quantitatively the reflection coefficient and VSWR of the 

parametric simulation for the different permittivity values. When compared to the 

results when the coupling gap S equals 0.2Smm, the reflection coefficient has been 

lowered by an average of 4% and the VSWR has been increased from 42.3 to 20.9 for 

water and from 47.8 to 22.5 for ethanol. 

Insertion Loss S21 and Return Loss Sl1 Simulation Vs Permittivity Er 
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Figure 6.24. Parametric Simulation for Permittivity Changes (S=-2mm) . 
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1= Air -0.648 92.813 26.829 -1.084 88.267 16.046 E, = Permittivity of Material 

20=Ethanol -0.83 90.883 20.937 -1.151 87.59 15.116 Rl Return l oss (dB) 

40 -0.735 91.883 23.638 -1.033 88.788 16.837 r = Reflection Coefficient (%) 

60 -0.661 92.669 26.281 -0.896 90.199 19.406 VSWR Voltage Standing Wave Ratio 

80=Water -0.772 91.501 22.531 -0.899 90.162 19.33 

Table 6.5. Simu lated Reflection Coeffi cient and VSWR for Different Permittivity Values (S=-2mm). 

The results of the simulation have indicated that the suspended ring resonator 

is capab le of detect ing 5 different permittivity values in the permittivity range of 1 to 

80. The negative coupling gap has been simulated and validated for the final design. 

Summary 

This chapter has shown the design and simulation of the suspended ring 

resonator working in the quasi-TEM mode. The electromagnetic f ields inside the cavity 

and inside the sample were illustrated by vectors. Parametric simulations were 

implemented in order to simulate the permitt ivity changes inside the sa mple feed 

tube. 
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7 MICROSTRIP RING RESONATORS 

EXPERIMENT RESULTS 

7.1 Microstrip Ring Resonator Construction 

Creating a microstrip ring resonator is a relatively simple fabrication process. A 

sheet of double sided FR-4 Printed Circuit Board (PCB) of 1.6mm thickness and with a 

3S11m copper layer deposited on each side. The bottom side being the ground and no 

processing is required on that side. A PCB 3D model was created using a design suite of 

software called Percival. The PCB prototyping software in that suite is called Galaad 

[88]. Galaad produces 3D designs for a 3 axis milling machine. The shape of a ring 

resonator is designed using major shapes such as lines, rectangles, circles and arcs. 

Figure 7.1 shows a screen capture of Galaad, for the test design of a split ring 

resonator with enhanced feed line. The height of the dielectric is important and affects 

the impedance of the feed lines and ring, therefore, it is essential to take as small 

amount of dielectric as possible during machining. 

The accuracy of the milling machine is approximately 50 llm. Such errors would 

change the impedance of the circuit so it was decided to only mill the contours of the 

ring and feed lines and perform the remaining clearance of copper manually. 
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Figure 7.1. Galaad Graphical User Interface (GUll. 

The positions and sizes of the shapes forming the pattern of the ring and feed 

lines were sent to the milling machine (Figure 7.2 (a)). 

The PCB was attached to a wooden board and clamped on the milling machine 

table. The origin was set using the X,V and Z axis to align the tool with the bottom left 

corner of the PCB (Figure 7.2 (b)). 

At this stage the machine was ready to cut the pattern into the PCB. The 

O.25mm¢ tool rotates at 20000rpm and start machining (Figure 7.2 (c)). Figure 7.2 (d) 

shows the finished ring. 
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As stated previously, to avoid losing too much dielectric material, the machine 

did not clear all the copper. Using a heat gun at 2S0-300°C and a flat ended pair of 

pliers, the remaining copper layer was manually peeled off (Figure 7.2 (e)). The PCB 

was then resized to a width at the end of both feed lines. Two SMA coaxial connectors 

were soldered between each feed line and ground. Those connectors were the RF in 

and RF out connected to the VNA. The two green plastic loops were used to keep the 

plastic pipe in position (Figure 7.2 (f)). 

(b) 

(d) 

(e) (f) 

Figure 7.2. Construction Cycle of a Miscrostrip Ring Resonator. 
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7.2 Suspended Ring Resonator Ethanol Experiment 

7.2.1 Experimental Setup 

The microstrip suspended ring resonator was created using the same 

technique. After the resonator was milled, the two boards were superimposed and 

four holes were drilled in the corners. Four plastic screws were placed in the holes to 

allow the height of the upper PCB to be adjusted. Nylon screws were used instead of 

metal screws to avoid any unwanted electrical coupling between both dielectrics. After 

a few primary tests, it was determined that the ring was working normally. However 

some radiation above the ring was detected. By simply passing a hand above it, the 

resonant frequency and Q-factor were changed. A simple option to solve this problem 

was to use a metallic box around it to contain the radiation. i.e. form a Faraday cage. 

Figure 7.3 shows the ring in its Faraday cage. 
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Figure 7.3 (right) shows the experimental setup. The VNA sends and receives 

electromagnetic waves to and from the ring and analyses the S-parameters. The 

concentrations of the samples were made using a Perkin Elmer [89] mixing pump. The 

device pumps in ethanol and/or water from external bottles depending on the 

concentration needed. It can mix up to four different liquids at a time with an accuracy 

of 0.1%. 

When the mixture was prepared, it was sent to the Perkin Elmer [89] heat 

column. The heat column is used to regulate the temperature of the samples between 

100 e and 90°e. Generally in scientific papers and journals, the temperature is set to 

ambient temperature (25°C). The temperature regulated sample was then sent to the 

sensor to be measured. 

After being measured the mixture flows into a waste jar. The mixture takes 

three and a half minutes to go from the bottles to the sensor, when the pump is set to 

Sml/min. The pump could be set to a maximum of 10ml/min, but the effect of the 

heating column was greatly reduced at this value. 

7.2.2 Ethanol Results-Q% (Water) to 100% (Ethanol) by 50/0 

Increments 

Figure 7.4 shows the experimentally determined variation of the insertion loss 

(521) for the full range (water to ethanol) of samples in 5% concentration steps. The 
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resonant frequencies are higher by about 100-1S0MHz compared with the simulations. 

The frequency shift between the resonating peaks of water and ethanol is 44MHz 

whereas on the simulation they were separated by about 80M Hz. The frequency shift 

from water to a 50% mixture was about llMHz, when the shift from 50% ethanol to 

100% is about 33MHz. 

Figure 7.5 shows that the phase of 521 is significant for sample determination 

too. As with the insertion loss, lower concentration samples are more closely bounded 

than higher concentration values. The values of the phase at resonant frequencies are 

all in the region of -170 degree. 

Suspended Ring Resonator Insertion loss 521 
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Figure 7.4. Insertion Loss (521) for the Full Range of Samples. 
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Suspended Ring Resonator S21 Phase 
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Figure 7.5. 521 Phase for the Full Range of Samples. 

For a microstrip ring resonator, the Q-factor and the resonant frequencies of 

the insertion loss for 521 are essential in order to accurately characterise materials. 

They can therefore offer a good prediction for concentration determination. In the 

case of a cavity, the insertion loss and return loss are used, however, for the ring 

resonator the simulation has shown that the return loss is so small that sample cannot 

be detected. 

Figure 7.6 displays the return loss of the samples and figure 7.7 shows the 

phase of the return loss. In the simulations, the return losses are very low in magnitude 

(hardly reaches O.92dB). They are that low that interference and noise are significant. 

In this case finding an equation to fit the Q-factors or resonance would be almost 

impossible. 
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Figure 7.6. Return Loss (511) for the Full Range of Samples. 
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Figure 7.7. Return Loss (511) Phase for the Full Range Of Samples. 
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Table 7.1 show the signal to noise ratio (SNR) for water, 50% and ethanol. The 

transmission SNR is acceptable for sample characterisation with value ranging from 18.5 to 

22.3. However, the reflection measurements are very poor and could not be used for sample 

characterisation. Their values are shown in table 7.1 in red. For this reason, in the next sets of 

measurements, they will be measured or displayed. 

Suspended Ring Resonator Signal to Noise Ratio for 
Ethanol Measurements 

S21 Sl1 

water 22,30448921 4,398587926 

50% 21,39879086 2,438644894 

Ethanol 18,57332496 1,026623419 
Table 7.1. Signal to noise ratio for the suspended nng resonator for ethanol measurements. 

The reasons for poor SNR for the suspended ring resonator reflection are the same as 

for the cavity measurements (reflection measurement are going through the sensor and back 

to the same port to be measured involving more perturbations) but also because the 

suspended ring resonator is not confined between four conduction walls (meaning less loss). 

7.2.3 Ethanol Results-O% (Water) to 5% (Ethanol) by 1 % Increments 

The insertion loss (521) for the suspended ring resonator for small samples (0-

5%) with a 1% increase is shown in figure 7.8. As seen with the previous results, the 

frequency shift between water and 5% is about 2MHz and the magnitude shift was 

approximately 0.3dB. Here, the results are plotted in millivolts but the shift between 

0% and 5% is the same as the shift shown in figure 7.4 in dB, only the scale is different. 
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We can clearly determine the difference in frequency and magnitude between each 

sample. The curves are not as smooth as those of the cavity, but more frequency span 

and more amplitude changes have been observed. 

Responsefor 0% to 5% bV 1% increase 

O.OOS L.:..--'-'-....L..J.--'--'L..L.'-'-..Ll....L...1.....LJ'--'-.L...L~...LJ.--L..J-'-'--'-..L.-l---L--'-''-'-i.......L...J......I...-'---'--'-'-'-'--'--'-'--'-' 

1100 1210 1220 1250 1240 uso 12&0 127Q 12.0 1290 \l00 

Frequency (MHz) 

- O" aW. tcr - 1" - 2" - s" - 4" - S" 

Figure 7.8. Water to 5% ethanol sample insertion loss S21 by increment of 1%. 

The insertion loss for the samples (0% to 5%) correspond with the permittivity 

values, the magnitude is decreasing as the concentration of ethanol increases. The 

resonant frequencies extracted by the software were almost all the same for the 

simple reasons that an imperfection (in the manufacture of the ring) created a small 

peak in the magnitude close to the resonance. For this reason, the software took each 

maximum at the same frequency even though the real magnitude and frequency at 

resonance should be situated on the symmetric line separating the insertion loss peak 

in two. On the zoomed image in figure 7.8, the little peak (at the same frequency) is 
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not the natural maximum. Applying a smoothing of 0.05%-to 1% suppresses the 

imperfection and reveals the magnitude and frequency as it should be. 

7.2.4 Ethanol ResultS-Samples Inferior to 1 % (Ethanol) by 0.2% 

Increments 

The same measurement as the two previous ones has been carried out with a 

level of ethanol lower than to 1% (0% to 0.8%) with 0.2% increments. The responses of 

the sensor for those samples are displayed in figure 7.9. 

The resonance seems to be randomly located in frequency as well as 

magnitude. However, unlike the case of the cavity resonator where no evidence of the 

sensor reacting to samples less than 1%, however the samples were order with their 

permittivity values looking at the positive gradient (left) of the peak (zoomed image in 

figure 7.9). Indeed, for a single and fixed frequency point (dashed line inside the 

zoomed image), the sample magnitudes can be used to determine the concentration. 

The difference between water and the 0.8% sample is 1~V meaning that the 

average magnitude difference for a 0.2% change is around 0.2~V. Note that if any 

difficulties in measuring that difference is experienced, a solution would be to increase 

the incident wave power. For all the experiments made in this thesis the output power 

of the VNA was set to OdBm (1mW). 
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Insertion loss (521) for Water/Ethanol Samples Inferior to 1% 
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Figure 7.9. Insertion loss for Sample Inferior to 1% of Ethanol. 

7.2.5 Ethanol Extracted Data 

Figure 7.10 displays the Q-factor values against the ethanol concentrations. The 

Q-factors of the simulation were almost identical to the measured Q-factors. 

In the experiment, the Q-factor reduces significantly as the concentration of 

ethanol increases. For low levels of ethanol, the peak is sharp and high, this results in a 

higher Q-factor. High levels of ethanol lead to a low Q-factor because their peaks are 

stretched over more frequencies and are weaker in magnitude. The resonant 

frequencies are plotted against the concentration of the samples in figure 7.11. 
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Figure 7.10. Q-Factor for the full range of samples. 
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Figure 7.11. Resonant Frequencies of the samples. 
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The characteristic of resonant frequencies versus concentration is not linear. 

Note that the resonant frequencies for the samples 15%, 20%, and 25% are the same. 

This is due to a little discrepancy in the shape of 521 that appears on every sample at 

the same frequency (visible in figure 7.8 and 7.9). However looking at the 521 plots and 

taking the visual maximum it is clear that those samples have different resonant 

frequencies. They would more closely fit to the second order polynomial trend. The 

repeatability of the sensor is very good as long as the ambient temperature and the 

sample temperature remain constant. 

7.2.6 Temperature Effect 

Many scientific papers and books have been written on the effect of 

temperature on measurements of many sensors. It was decided to monitor the 

temperature effect on water/ethanol mixtures between 200 e and 40°(, For this 

experiment 6 different samples were taken evenly on the full range (0%, 20%, 40%, 

60%, 80% and 100%). 

The samples were prepared and placed in a refrigerator at 10ce for about one 

hour before the experiment started. The samples were then taken one by one out of 
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the fridge and tested. The heat column was set to 90°C, because the pump speed only 

allows samples to reach a maximum of 45-50°(, 

Once the samples reached 20°C the measurements started. With the help of 

the acquisition software, the s-parameters were captured every 2.5°C until the samples 

reach 40°(, Figure 7.12 shows those results for the three major temperatures (20°C, 

30°C and 40°C). The temperature increases exponentially with time, so the liquid heats 

up very fast at the beginning but slows afterwards. 

Temperature Effect on Water/Ethanol Mixtures 

0.0» H--+-H~H-++-l-H--r+-H-r""l-++-rH-++-'--!-t-T-+-+-t-t--+-++-H-t-+-+ 

1200 1210 1110 t HO 12CO 1250 1160 U70 121O 1210 1100 

Frequency (MHz) 
······- .. 0'.20·C . .... . ... 10"0 20-C ······· _.20'C ········· _.20'C ········· 100;" 20'( l 000;.20'C 

- - -"""we - - - 2""" SC'C ---C01I. 50'C - - - _. 50'C - - - I"". 50'( - - - 1000;,,50'C 

- 0" .4O'C -2~Cl40'C - 4011. C." - _"40'( -.o,,~ .. o*t - 100"."0"( 

Figure 7.12. Temperature effect on 521 for Water/Ethanol mixtures. 

An interesting behaviour was noticed during the tests. The water sample 

resonant frequency and magnitude decreased as the temperatures increased. Contrary 
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to water, the magnitude of ethanol's resonant frequency increased as the temperature 

increased, but like water its resonant frequency decreased when heated. 

A simple directional vector was used to characterise both frequency and 

magnitude at different temperature as: right/left being the frequency, up/down being 

the magnitude and the direction of the arrow being the Temperature increasing. The 

vector for pure water would be /, and the vector for pure ethanol would be '\. For a 

sample made of a mix of the two and inferior to 60%, the vector points differently 

depending on the concentration. For example at 20% it seems to be affected by 

ethanol at low temperatures but increasingly by water when heated up. Its vector 

would start in the ethanol direction and change to the water direction. After 60% that 

behaviour is not visible anymore, the effect of ethanol being stronger that the effect of 

water. 

Figure 7.13 displays the effect of temperature on the magnitude of the samples. 

At 200 e the difference between ethanol and water is 0.03SmV (10dBm), at 400
( the 

same difference is only 0.017 mV (SdBm). Figure 7.14 displays the resonant frequency 

shift versus temperature. Once again, for samples less than 60%, the average shift is 

about 2MHz between 200 e and 400 e. Above 60% the shift increases up to 10MHz as 

the ethanol concentration reaches 100%. Like the magnitude, the frequency shift is 

bigger at low temperatures. In 2000, Petong, Pottle and Kaatze were studying the 

relaxation of water/ethanol mixtures at different temperatures [82]. Their results show 
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the permittivity values of five different samples for temperatures ranging from oce to 

Eff~ct of T~mperature on Magnltud~ 

Figure 7.13. Temperature Effect on Magnitude. 
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Figure 7.14. Temperature Effect on Resonant frequency. 
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The ambient room temperature was 22.4°C (±1.0°C) when the experiment was 

carried out. It has been shown that the temperature must be considered when 

performing dielectric testing. However, with the human blood average temperature 

being 37.5°C, these results mean that good measurement of liquids at ambient room 

temperature might not be as good at temperatures between 30°C and 40°C. 

7.3 Suspended Ring Resonator Glucose Experiment 

7.3.1 Sample Preparation 

The samples have been tested using the same experimental setup as the one 

used for the ethanol test performed with the suspended ring resonator. A 1 litre 

solution of 1mol/I glucose was made and input to one of the pipes of the mixing pump. 

The other pipe was immersed in a distilled water bottle. The pump mixed and sent the 

sample through the sensor to be analysed. 

7.3.2 Glucose Results - Omol/l of glucose to 1mol/1 by O.1mol/1 

Increments 

The results of the insertion loss (521) of the suspended ring resonator for 

water/glucose are displayed in Figure 7.15. The resonant frequencies are much more 

closely bound than those of water/ethanol mixtures. The maximum frequency shift 

between water and the 1mol/I sample is 4MHz. The maximum difference in magnitude 

is 1.6dB. 
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Insertion Loss S2lfor Glucose Concentration 
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Figure 7.15. Glucose Results from the Suspended Ring Resonator. 

The resonant frequencies are in order according to the glucose concentrations. 

An increase of O.lmol/1 {100m mol/I) is detectable using the suspended ring resonator. 

However, this is still far from the 5mmol/I level usually found in the human body. The 

glucose results shown in figure 7.15 are displayed with a smoothing equal to 0.25%. 

The Signal to noise ratio is shown in table 7.2. As for the suspended ring 

resonator results for ethanol measurements, the return loss has too much 

perturbation to be used for sample characterisation. The 5NR values are also lower 

than those measured for the ethanol measurements (22.3 to 18.5 for 521 and 4.4 to 1 

for 511). 
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Suspended Ring Resonator Signal to Noise Ratio 

S21 Sl1 

water 17,63427994 2,671717284 

50% 17,45595216 2,430380487 

Ethanol 17,26998728 2,174839442 
Table 7.2. Signal to noise ratio (SNR) for the suspended ring resonator for glucose measurements. 

7.3.3 Glucose Extracted Data 

As the return loss signal was too weak, only the resonant frequency and 

magnitude of the insertion loss could be used. As a result, only the Q-factor could be 

extracted. The magnitude and Q-factor are displayed as a function of the glucose 

concentrations in Figure 7.16. 
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Figure 7.16. Insertion loss and Q-factor for glucose measurement. 
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The blue data points represent the magnitude of the insertion loss at resonance 

and the blue line is the trend line used to calculate the equation in blue. The red points 

represent the Q-factor depending on the concentration of glucose. 

The preliminary test for water/glucose samples were conclusive and shown that 

ring resonators could also be used. Tests were made from 0 to Imol/I of glucose by 

increments of O.lmol/I (100m mol/I). This is still relatively high compared to the glucose 

level in the human body (0.9 mg/ml to 1.4mg/ml). The samples were in order but 

relatively close to each other. Lower levels of glucose could be measured with a 

purpose built sensor. Nevertheless, if we compare the results with those of S. Kim et al. 

[92], their results show that between Omg/ml and 200mg/ml the magnitude difference 

is only 1.3dB and the frequency shift is almost nil. The cavity resonator has a 

magnitude difference of 1.SdB and a frequency shift of 2M Hz (between Omg/ml and 

180mg/ml). The suspended ring resonator has a frequency shift of 4MHz and a 

magnitude difference of 1.6dB between the same samples. 

Summary 

This chapter has presented the performance of the suspended ring resonator 

for ethanol and glucose samples. It demonstrates that this system is capable of 

detecting ethanol as low as 1% using the transmission over a sweep frequency and up 

to 0.2% using the transmission at a single frequency. The suspended ring resonator was 

also able to detect glucose samples down to O.lmol. 
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8 ELECTRONIC CIRCUIT FOR 

MICROWAVE MEASUREMENTS 

8.1 Mini-Circuits Modules 

The first stage of design development consists of using RF (Radio Frequency) 

modules to determine the feasibility and limits of the system. Those components are 

more expensive than surface-mounted technology but allow the user to switch and 

test different components until the final design is agreed. The final device needs to be 

small and reproduce the same characteristics as the VNA using surface-mounted 

components if possible. 

The possibilities of making this system mobile and portable are real. The price 

of a VNA operating up to 3GHz is around £2000-£5000, this is high for a transportable 

system. Furthermore its weight and the size are not suitable for that kind of 

application. In order to reduce the cost, size and weight of the system, it was decided 

to replace the VNA by electronic components that can be bought separately and 

assembled. 

Mini-Circuits [91] is an RF component manufacturer producing voltage 

controlled oscillators (V COs), couplers, power detectors, and phase detector modules. 

The components are boxed modules with SMA connections. Quotations have been 
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sent to the manufacturer for a system that could measure exactly the same 

parameters as the VNA. A few key modules have been ordered, assembled and tested. 

Mini-Circuits quotes and data sheets are available in appendix C. 

8.1.1 S-Parameters and Phase Measurements 

The equivalent of the VNA using RF modules is shown Figure 8.1. The different 

components needed and their applications are as follows: 

• veo can be tuned over a range of frequencies by applying a voltage (tuning 

voltage) to it. Used in many applications such as radio tuners and 

telecommunications, VCOs are less costly than crystal oscillators, but not as 

stable. They are active components that need a power supply higher than the 

tuning voltage, usually 2SV-30V [92J. 

• Couplers couple part of the transmission power in a transmission line by a 

known amount out through another port, often using two transmission lines 

set close enough together such that energy passing through one is coupled to 

the other. A directional coupler couples only to waves traveling in a particular 

direction in a primary transmission system to the secondary system, while 

zero coupling waves traveling in the opposite direction. They are passive 

components that do not require a power supply. They can be used as either a 
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forward coupler or a reverse coupler as the RF in and RF out pins can be 

reversed [93]. 

• Splitters are used to divide a signal into two quasi-equal signals. They can be 

used as combiners when their pins are swapped. They are passive circuits and 

do not require a power supply. 

• Power detectors detect the active power of a transmission line and output a 

proportional voltage. linear or logarithmic power detectors are available, with 

different detection ranges. They are active components and need a SV power 

supply. 

• Phase detectors measure the phase difference between two inputs, and 

create a De voltage output that reflects this difference. They are passive 

component and do not require a power supply. 

The following modules have been tested: the ZX9S-l700w+ veo creates a 

frequency sweep output ranging from 770MHz to l.70GHz when a l-24V De sweep is 

applied to its input. The forward coupler and power detector monitors the veo's 

performance. The power detector provides a O.SV-2.lV De output that represents the 

power of the veo in dB (-60dB to lOdB). 
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Figure 8.1. Function Diagram of the VNA-/ike Microwave System. 

All the power detectors used for the project are the same and therefore have the 

same characteristics. The splitter 1 module splits the forward power from the veo into 

two signals; one for the 511 detector and one that will supply the cavity with power. 

Between splitter 1 and the cavity, a reverse coupler is inserted to provide the reflected 

signal to splitter 2. Splitter 2 divides the signal between the 511 phase detector and 

the 511 power detector input. The phase detector provides a measure of the phase 

difference between the forward power and the reflected power. The 511 power 

detector measures the power reflected (511) from the cavity and/or sample. At the 

other end of the cavity, the 521 power detector measures the power output from the 

cavity (521). 
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Figure 8.2 shows photographically the complete system with two phase 

detectors. The two phase detectors are not appropriate for l.5GHz but they have been 

placed there to show how the full system would look. Note that the ring resonator is 

placed where the cavity is on the function diagram. 

Phase Detectors 

Figure 8.2. Complete System replacement for the VNA using RF modules. 

8.1.2 Measurments of S-Parameters only 

As described in chapters 5 and 7, the phase is not the main signature for 

material characterisation. The most important measurements are the insertion loss 

521 and the return loss 511. This is how the Q-factors, the reflection coefficient and 

the V5WR are determined. It will also reduce the size and cost without any loss in 

Lionel WENDLING 205 



Chapter 8 Electronic Circuit for Microwave Measurements 

accuracy. In addition the four splitters were only required if the phases were to be 

measured. Figure 8.3 shows how simple the function diagram becomes without the 

phase detectors. The system could be further simplified by not monitoring the output 

power of the veo; this would make the forward coupler and one of the power 

detectors redundant. 

OCOut 

(O.5V to 2.1VJ 

OCOut 

(O.,V to 2.1VJ 

CAVJTY 

Figure 8.3. Function Diagram to measure Sl1 & S21. 

8.1.3 Experimental Setup 

In order to conduct the experiment efficiently, a software application was 

created that controlled a National Instruments DAQmx rack which was used to 

generate and acquire signals. The National Instruments rack communicates with the 

computer via USB, and allows the user to select a frequency sweep and capture 511 

and 521 data. A wide range of modules can be used with this rack. For this project, all 
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that was required was an analogue out module and an analogue in module (to 

measure voltages). They can be seen in figure 8.4, with the rest of the system setup. 

VCO 

Coupler .111-- Software 

DC Power '"'----
Supply 

Analogue 

Input Op. Voltage 

Module Amplifier by 3 Module 

Figure 8.4. Test Bench. 

8.1.4 Power Supply Issues 

The National Instruments analogue output module {NI9263} only generates a 

maximum output of lOV, but the veo needs a tuning voltage ranging from lV to 24V. 

For this reason an operational amplifier circuit was used. Figure 8.5 shows a non-

inverting amplifier, and if the resistor R2=2*Rl, the gain of the amplifier is 3. 
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' .,'" Figure 8.5,. Schematic (left) and circuit (right) of a Non-Inverter Amplifi er. , .. 
~... ." . 

v:: , 

Connecting the NI9263 output analogue voltage (OV-10V) to the input of the 

amplifier provides an analogue output ranging from OV to 30V (Gain of 3) . This is 

enough to tune the yeo. On the amplifier board connections have also been made for 

the veo and the power detector power supplies (SV). The analogue input module 

reads three to four inputs; two or three power detector outputs as well as the output 

of the amplifier. 

8.1.5 VCO Calibration 

The veo calibration was performed by applying a DC voltage on the VTune pin 

and by verifying the output frequency (RF Out pin) on a spectrum analyser. Even 

though the data sheets are given by the manufacturer, it is important to ensure that 

the data provided is accurate because individual components may differ slightly. Figure 
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8.6 shows the pin connection for the veo, red for sv, white for Vtune, black for ground 

and on the right a SMA coaxial connection for the output. 

Figure 8.6. veo connections. 

The peaks visible in figure 8.7 show the response of the veo for a tuning 

voltage of SV on the left and 20V on the right. On the y-axis the magnitude can be 

seen, and on the x-axis the frequency. The peaks represent the frequency emitted by 

the veo. It is clear that the frequency increases when the tuning voltage increases. 

Thus, by applying a voltage sweep a frequency sweep can be obtained as an output. 

This recreates the frequency sweep of the VNA. 

Figure 8.7. Spectral response of the veo for a De voltage equal to SV (left), 20V (right) 
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To calibrate the veo, its emitted frequencies were measured as the tuning voltage was 

changed from lV to 24V, the results are displayed in figure 8.8. Those data pOints were 

input into a curve-fitting software called CurveExpert [94] in order to create a 

characteristic equation. 
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Figure 8.8. VCO Calibration Graph. 

Figure 8.9 shows the software application generating the best fit equation. The 

best fit has a correlation factor of 99.99% using a 4th order polynomial equation . The 

equation coefficients are shown on the right of the equation form (figure 8.9). 
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Figure 8.9. Calibration Curve Fitting. 

8.1.6 Power Detector Calibration 

The procedure for power detector calibration was different. The power 

detector was connected to the output of the vee and then different values of 

attenuations were introduced. The power detector gives a De voltage output wh ich is 

proportional to the signal input that is fed to it. The output voltage of the power 

detector was then measured on an oscilloscope. The test was done at room 

temperature (21°C). Figure 8.10 shows the vee on the left, the power detector on the 

right and an attenuator in blue in the middle. 

Figure 8.10. Test of the power detector using various attenuation values. 
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Every possible combination of the 6 different attenuators was used (-ldB, -2dB, 

-3dB, -12db, -15 dB, -20dB) to measure the output values of the power detector and to 

calibrate the power, detector from OdB (straight through) to -53dB (a" attenuators in 

series) . Figure 8.11 displays the output voltage against the power input. 
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Figure 8.11. Power Detector Output Voltage depending on the Power Attenuation in dB. 

These data points were input to the curve fitting software. The power detector 

output voltage is shown on the x-axis of figure 8.11. This value was put in the equation 

so the acquisition software displayed the graph in dB. Figure 8.12 shows the data 

points and their best fit. The correlation factor of this 4th order polynomial equation is 

99 .96%. The equation coefficients are shown on the right of the equation form (figure 

8.12). 
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Figure 8.12. Power Detector Calibration Curve. 

8.2 Surface Mounted Components 

8.2.1 Design Requirements 

Following the tests using the Mini-Circuits components, it was decided to 

create a PCB board with surface mounted (5MD) components. Mini-Circuits modules 

were working well but were still costly compared to 5MDs. No 5MD phase detectors 

are available from the main suppliers such as Farnell or CPC so the design was limited a 

device that can read the return loss power (511) and the insertion loss power (521) 

only. The Crystek VCO [95] was controlled using a OV to 5V tuning voltage and 

powered from a 5V power supply. The MAX 2015 power detectors also use a 5V power 

supply. This means that if embedded with the software on a micro-controller, the 

whole system could be powered by a 9V battery or four 1.5V batteries. Figure 8.13 

shows the connection schematic diagram of the parts and the National Instruments 

Data Acquisition rack. 
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VCO 

From NI 

Analog Out module 

Dir Coupler 14--~ 

Sl1 Power 

detector 

To NI Analog In module 
channel 0 

CAVITY 

Figure 8.13. Connection between components. 

8.2.2 Design i-Test Boards 

S21 Power 

detector 

To NI Analog In module 
channell 

To ensure that the full circuit worked, each component was designed on its 

own PCB board. Figure 8.14 shows the PCB layout of the VCO (left), and the power 

detectors (right). 

Q ~~~~ LJ 'rQj .... • .. t:J 

:O u U OQ ' 

Figure 8.14. PCB layout: VCO (right), Power Detector (left). 

Figure 8.15 shows the finished VCO (left), the two power detectors (middle), 

and the Mini-Circuit coupler (right). 
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Figure 8.1S. SMD boards, functionally separated. 

8.2.3 Design 2-Test Boards 

The next step was to group the VCO and the two power detectors on one board and a 

directional coupler on another board (Picture 8.16). 

, 
'. 

Figure 8.16. Two separate boards (V eo +power detectors and directional coupler). 
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The directional coupler was very difficult to solder, it measures 1.6mm by 

O.8mm and has 4 pins located underneath. The zoomed image in figure 8.16 shows the 

size of the directional coupler compared to the tip of a pen. The boards worked well 

including the directional coupler. The last goal was to create a full board, with 

everything on it. 

8.2.4 Design 3-Single Board 

Figure 8.17 shows the final board (layout and PCB) compared to the size of a 

penny as well as the schematics used to design it in Eagle PCB Software. 

Figure 8.17. Full board Final Design. 
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8.2.5 Experimental Setup 

This board has two SMA coaxial plugs to connect it to the cavity. An 8 way 

connector is used to connect the board to the power supply (SV, ground pin 1 and 2), 

the tuning voltage of the veo (Vtune, ground pin 3 and 4) and the De output of the 

two power detectors (De out pin 5 and 7 and ground pin 6 and 8). The tuning voltage 

used for the veo was from the analogue output of the National Instruments module. 

Because the surface mounted veo only required a SV power supply, there is no need 

for the operational amplifier. The two De outputs from the power detectors were 

connected to the analogue inputs of the National Instrument module as shown in 

figure 8.18 in the red circles. 

.. . . 

Figure 8.18. Connection of the board between the cavity and the National Instruments modules. 
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8.2.6 Calibrations and Experimental Results 

The two power detector voltage outputs have been calibrated against power in 

dB using the Curve Expert software. However, a double calibration was required 

against frequency. This leads to a 3D surface equation. The surface equation is very 

complex and has not been done, however for proof of concept a test of the calibration 

was done at a fixed centre frequency of 1.56GHz (the resonant frequency for the water 

sample for the cavity). The VCO was calibrated using the same software; the output 

equat ion gave the input voltage necessary to provide the required frequency. A 

comparison between the VNA measurements and the SMD board measurements is 

given for the reflected power in Figure 8.19, and for the transmitted power in Figure 

8.20. 
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The tests were performed using different amounts of ethanol. The absolute 

resonant frequencies differ by about 2MHz but the frequency shifts between the 

samples remain the same, There is also a distortion that appears in the transmitted 

power for the highest concentration of ethanol. 
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The differences in the measurements are noticeable but do not interfere with 

the capability of the sensor to detect alcohol concentration. The method was also 

employed to determine glucose concentrations but at different frequencies, Surface 

mounted components can simply be connected with a soldering iron and a voltmeter 

(to test connections). The main advantage at that time in the laboratory was the 
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milling machine, although the same results would be possible using etching 

techniques. 

Summary 

This chapter discusses the hardware that has been used in place of a vector network 

analyser to collect the frequency, magnitude and phase data from the sensor. This was 

done to show that the sensor unit could be constructed in a portable form at an 

affordable price. Initially, discrete modules were used but these were later replaced by 

surface mount devices which are much more cost effective. Comparisons between this 

system and the VNA are given. 
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9 CONCLUSION AND FURTHER WORK 

9.1 Conclusion 

This thesis demonstrated the potential use of non-invasive testing of the 

alcohol level in the blood stream using a microwave sensor. The study detailed the 

rectangular cavity resonator including its design characteristics and application. Also, 

the thesis introduced for the first time a novel non-invasive measurement technique 

using a microstrip suspended ring resonator. The designs have been modified in order 

to fulfill the targets stated in the first chapter. They have been simulated, tested, 

studied and their results were compared. Both methods have strengths and 

weaknesses mainly due to their physical properties. 

Data acquisition and analysis software was created for this project in order to 

simplify the extraction of the data from the different devices. It was able to display 

both graphically and numerically the details of each sample and its extracted data. The 

data was exported to Excel files via .CSV files and the characterisation of a full range of 

samples generated by curve fitting software. 

An electronic device was also created with the intention of replacing the vector 

network analyser. It was designed based on a voltage control oscillator, directional 

couplers and power detectors. The following sections will discuss the capabilities and 

limits of each measurement technique as well as possible evolutions. 
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9.1.1 Cavity Resonator 

The cavity resonator is relatively simple to make, it has a robust construction 

and provides low-loss/attenuation due to its design properties. The measurements of 

both insertion loss (521) and return loss (511) provided much useful information to 

characterise the samples (521 resonant frequency, 511 resonant frequency, 521 mag, 

511 mag, 521 Q-factor, 511 Q-factor, Phases at Fa, reflection coefficient and V5WR). At 

constant room and sample temperature, the reproducibility of the sensor was good, 

the peaks only shift by a few kilohertz. The rectangular cavity design was able to 

detect a percentage of ethanol in water equal to 1% inside the polypropylene test 

tubes. The disadvantage is that it is very sensitive to the position of the sample tube 

meaning that it is not particularly suitable for non-invasive measurement via a finger. 

9.1.2 Microstrip Ring Resonator 

The weaknesses of the cavity resonator led to the study of microstrip ring 

resonators. The main reason for using a microstrip ring resonator is that the resonator 

is on one plane, allowing a finger or wrist to just make contact with the ring to be 

analysed. Unfortunately, the different ring resonators (RR, Arc1 and Arc2) that were 

tested appeared to have a too small accuracy to be considered as a solution for alcohol 

sensing. The best results were made with Arc1 which was able to detect 10% 
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increment between the water/ethanol samples (100 times the BAC). Other solutions 

should then to be studied. 

9.1.3 Suspended Microstrip Ring Resonator 

A novel suspended ring resonator was designed especially for alcohol detection 

in the blood stream. It is based on a design derived from a dielectric foam sensor. The 

ring and feed line sizes have been changed and the air gap between the sample and 

the ring/upper dielectric has been removed. The design was simulated on HF55. They 

are very easy to build using to a milling machine. Etching techniques work too, but the 

definition of the pattern is not as clear making the resonator less accurate. The 

suspended ring resonator has a very weak return loss (Sl1), on which data cannot be 

extracted, leaving only the insertion loss (521) for measurements. However, the sensor 

is easily able to detect 1% difference between the samples using the resonant peak 

magnitude, frequency and Q-factor. In fact, the sensor was able to detect 0.2% 

increments of ethanol between the samples. This measurement was achieved using 

the transmission magnitude at a single frequency. That point is situated on the positive 

gradient (left) of the resonant peak. Those results mean that the level of the BAC 

(O.l%) for drink driving is very close indeed, and certainly achievable with 

improvements on the design. This level of sensitivity has not been found in any other 

scientific paper or books. This appears to be the first suspended ring resonator for 

alcohol detection, so the RFM (Radio Frequency and Microwave) laboratory and the 

GERI (General Engineering Research Institute) have decided to protect the design with 
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a patent, and the suspended ring resonator for alcohol detection is currently patent 

pending. This confirms that detecting a very low level of alcohol in the blood stream is 

feasible using non-invasive microwave sensors. 

9.1.4 Glucose testing 

The preliminary test for water/glucose mixtures were conclusive and have 

shown that ring resonators could also be used for that purpose. Test samples were 

made from Imoljl glucose solutions in increments of O.lmol/I (lOOmmoljl). This level 

of glucose is comparable with the glucose level in the human body (0.9 mg/ml to 

l.4mg/ml). The measurements of samples were in order of concentration but relatively 

close to each other. The ring was designed for alcohol detection not glucose detection, 

so lower levels of glucose could be measured with a purpose built sensor. The cavity 

resonator has a magnitude difference of 1.SdB and a frequency shift of 2MHz (between 

Omg/ml and 180mg/ml). The suspended ring resonator has a frequency shift of 4MHz 

and a magnitude difference of 1.6dB between the same samples. 

9.1.5 Handheld Device Design 

Concerning the feasibility of a portable device for alcohol/glucose detection, it 

has been shown that a simple circuit (VCO, coupler and power detectors) was able to 

measure the 5-parameters (521 and 511) of the sample under test with good accuracy. 
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That system still needs a computer to capture and analyse the data. It could 

incorporate a microprocessor instead, together with memory, DAC (Digital to Analogue 

Converter), ADC (Analogue to Digital Converter) and a screen to display the results. As 

we saw, only SV is needed to power VCO and power detectors, this mean that four AA 

or AAA 1.SV batteries could power the whole system. 

9.2 Further Work 

9.2.1 Suspended Ring Resonator 

The ring resonator has still to be tested with Ethanol/blood samples. Also some 

work should be carried out on improving the height between the two boards. Note 

that the dielectric characteristics of blood are different than those of water. Even 

though blood is mainly water (90%), the permittivity of water at IGHz is situated 

between 78 and 82, whereas the permittivity of blood is about 64 (close to 70 for red 

blood cells). This means that there is less permittivity difference than for a 

water/ethanol mixture, thus there will be less frequency span between samples and it 

will be a little more challenging to detect the BAC level. Blood also has a higher 

conductivity than water, so it would be interesting to see how the sensor reacts. Some 

small changes in the design are likely to be needed. Many papers have carried out tests 

with calf blood because it has almost the same dielectric characteristics as human 

blood. 
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If the BAC is achieved again using the models, clinical tests should be carried 

out with volunteer patients such as people with alcohol related problems. 

9.2.2 Glucose Testing 

The blood sugar level tests are still at an early stage. The principle has been 

proven to work for samples in increments of 0.1mol/l between 100% water and Imol/I 

of glucose. However, the sensor used was designed to detect ethanol and a new 

blood/sugar sensor should be designed using HFSS in order to achieve the typical 

blood-glucose level present in the average human blood stream. 

9.2.3 Human Tissues Characterisation 

Some further tests should be performed in relation to human tissues in order to 

see if the sensor is still able to detect the permittivity changes inside blood vessels. This 

is valid for alcohol and glucose tests. A skinny person will have a slightly different 

overall permittivity than an obese person because of the difference in fat layer size. If 

that difference is a problem, the senor should be calibrated against a size/weight curve 

too. If the BAC level is achieved, an arm or finger can be replicated using gelatine 

models. Human tissues such as muscle, tendons, veins, and even bones can be tested 

using different concentrations of gelatine. The permittivity value for fat is 11.6, muscle 

is 58.8, skin is 46.7 and the permittivity for bones is 13.1. It would be judicious to 

realize a single model with an average gelatine permittivity equal to the percentage of 
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each component present in a human hand. The soft plastic pipes have the same 

permittivity as veins and can therefore be kept. 
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TABLE OF ABBREVIATION 

BAC Blood Alcohol Content 
DAQ Data Acquisition 
dB decibel 
dl deciliter 

EHF Extremely High Frequency 
EMF Electromotive Force 
FEM Finite Element Model 
GHz Giga Hertz 

GMS Guided Microwave Spectroscopy 
IR Infrared 

KSI Killed or Seriously Injured 
I liter 

mg milligram 
MHz Megahertz 

ml milliliter 

mmol mill i-mole 
mW milli-Watt 

NIFTS Near Infrared Fourier Transform Spectrometer 
NIRS Near Infrared Fourier Spectrometer 
PCB Printed Circuit Board 
PEC Perfect Electrical Conductor 
PLS Partial Least Square 
RF Radio Frequency 

RPM Revolution Per Minute 

SAC Saliva Alcohol Concentration 
SCRAM Secure Continuous Remote Alcohol Monitor 

SHF Super High Frequency 
SMA connector SubMiniature version A 
SMD Surface Mounted Device 
SNR Signal to Noise Ratio 
SWR Standing Wave Ratio 
TAC Transdermal Alcohol Content 
TE Transverse Electric 

TEM Transverse Electromagnetic 
TM Transverse Magnetic 

TOSM Through Open Short Match 
UHF Ultra High Frequency 
USB Universal Serial Bus 
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UV Ultra-Violet 
VCO Voltage Controlled Oscillator 

VNA Vector Network Analyzer 
VSWR Voltage Standing Wave Ratio 
WRR Weighed Ridge Regression 
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