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ABSTRACT

This paper presents a new catalog of emission lines based on the GAMA II data for galaxies between 0.07 < z < 0.34. The catalog
includes four subsamples containing 3000 galaxies drawn from the GAMA II survey and spanning four redshift windows. The four
samples are representative of intermediate-mass galaxies down to log M∗ > 9.4 at z ∼ 0.1 and log M∗ > 10.6 at z ∼ 0.30. We have
developed a dedicated code called MARVIN that automates the main steps of the data analysis, but imposes visual individual quality
control of each measurement. We use this catalog to investigate how the sample selection influences the shape of the stellar mass –
metallicity relation. We find that commonly used selection criteria on line detections and by AGN rejection could affect the shape
and dispersion of the high-mass end of the M − Z relation. For log M∗ > 10.6, common selection criteria reject about 65% of the
emission-line galaxies. We also find that the relation does not evolve significantly from z = 0.07 to z = 0.34 in the range of stellar
mass for which the samples are representative (log M∗ > 10.6). For lower stellar masses (log M∗ < 10.2) we are able to show that
the observed 0.15 dex metallicity decrease in the same redshift range is a consequence of a color bias arising from selecting targets
in the r-band. We highlight that this color selection bias affects all samples selected in r-band (e.g., GAMA and SDSS), even those
drawn from volume-limited samples. Previously reported evolution of the M − Z relation at various redshifts may need to be revised
to evaluate the effect of this selection bias.

Key words. galaxies: evolution – galaxies: ISM – galaxies: high-redshift

1. Introduction

In the past two decades, large spectroscopic surveys have gath-
ered spectra of millions of galaxies from the local Universe up
to high-z. Notable examples include the Sloan Digital Sky Sur-
vey (SDSS) and the Galaxy And Mass Assembly (GAMA) at
z ∼ 0, the Canada France Redshift Survey (CFRS), and the
Great Observatories Origins Deep Survey (GOODS) at higher
redshift. Combined with multiwavelength photometry, redshift
surveys have allowed us to constrain the evolution of the global
density – luminosity, stellar mass, and star formation – up
to high redshift. Given the homogeneity and quality of their
data, large spectroscopic surveys are also an ideal tool for ex-
ploring the evolution of galaxy properties derived from emis-
sion line fluxes produced by the ionized interstellar medium

(ISM) and absorption lines from stellar photospheres (e.g.,
Hammer et al. 1997; Brinchmann et al. 2004; Kauffmann et al.
2003b; Tremonti et al. 2004).

Larger samples reduce the adverse effects that are due to
Poisson uncertainties, but they do not guarantee accuracy of
measurements, which can still be affected by systematics. Flux
and equivalent width measurements are highly sensitive to spec-
tral quality and instrument residuals. In addition, obtaining
highly accurate and precise measurements is challenging in sam-
ples of hundred thousands of galaxies. Several teams have im-
proved the quality of emission and absorption measurements in
the SDSS, such as MPIA-JHU1, Oh et al. (2011), or Juneau et al.
(2014) for estimated uncertainties.

1 http://wwwmpa.mpa-garching.mpg.de/SDSS/DR7/
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Table 1. Summary of the GAMA data products collated in this work.

DMU Version Catalog Ref. Summary of data products used in this study
InputCat 40 TilingCat (1) Main science target sample
StellarMasses 15 StellarMasses (2) Absolute magnitude in r-band and stellar mass
ApMatchedPhotom 5 ApMatchedCat (3) Aperture-matched photometry in ugriZY JHK-bands

from SDSS and VIKING
SpecCat 22 SpecObj (4) Lists each observed target and its best spectrum
SpecCat 22 SpecAll (4) Lists all spectra that are available in the GAMA survey

Notes. GAMA catalogs are provided in the format of data management units (DMUs), which are listed here for reference.

References. (1) Baldry et al. (2010); (2) Taylor et al. (2011); (3) Hill et al. (2011); (4) Liske et al. (2015).

Sample selection is also a critical step for large surveys. In-
vestigating the evolution of scaling relations or other key prop-
erties of galaxies requires linking samples at different epochs
using a common physical parameter (Hammer et al. 2016). Stel-
lar mass is particularly appropriate to define galaxy samples.
The representativity of a sample and its mass-representativity
limits can be assessed by comparing its mass distribution with
the stellar mass function. Working with representative samples
is also essential when investigating the demographics of sub-
populations such as emission-line versus quiescent galaxies or
galaxies hosting an active galactic nuclei, or evaluating the ef-
fect of additional selection criteria. Despite high completeness
levels, magnitude-limited surveys (such as SDSS or GAMA at
z ∼ 0) are not representative samples when considering all galax-
ies in the observed volume. The single apparent magnitude cri-
terion prevents us from detecting intrinsically faint galaxies at
high redshift, while those galaxies would be included in the
sample at low redshifts. While this selection effect (Malmquist
bias) is always corrected for when investigating global density
(e.g., Vmax method, Wall & Jenkins 2012) or environmental de-
pendences, it is rarely taken into account when establishing scal-
ing relations based on the same surveys. Salim et al. (2007) cor-
rected the main-sequence M− star formation rate (SFR) for the
Malmquist bias using a Vmax -weighted approach. Saulder et al.
(2013) used a similar method to re-evaluate the fundamental
plane. Another approach to avoid the Malmquist bias consists
in defining volume-limited samples at various redshifts within
the magnitude-limited survey. Foster et al. (2012) derived a lo-
cal stellar mass – metallicity relation (M-Z) using volume-
limited subsamples for the faint mr > 17.7 distribution from
the GAMA II survey. Subsequently, Lara-López et al. (2013) ex-
panded the analysis in a wide window of the Mr distribution by
combining volume-limited samples extracted from both SDSS
and GAMA.

In this work, we have constructed an emission line cata-
log for four representative samples gathered from GAMA II
(Hopkins et al. 2013; Liske et al. 2015). The GAMA survey is
a large multiwavelength photometric and spectroscopic galaxy
survey (Driver et al. 2009, 2011), which aims to collect obser-
vations ranging from radio to ultraviolet wavelengths for about
300 000 galaxies over 280 square degrees. The GAMA survey is
designed to achieve full spectroscopic completeness down to a
magnitude limit of mr < 19.8. We have developed a dedicated
software in IDL called MARVIN that is specially designed for
the GAMA survey. It prevents the occurrence of systematics in
line flux measurement from flux calibration or sky and instru-
mental residuals, and the occurrence of catastrophic measure-
ments. MARVIN automates the main steps of the data analy-
sis while still requiring visual quality control. Using this new

emission line catalog, we derived the main properties of the
ISM: extinction, SFR, and metallicity for star-forming galaxies.
On the basis of these four representative samples, we have quan-
titively assessed the effect of selection criteria on the shape of
the local stellar mass – metallicity relation, namely redshift cuts,
simultaneous line detection, and AGN rejection. The paper is
structured as follows: the GAMA survey and sample selection
are described in Sect. 2. Section 3 presents our data analysis,
while the performance of MARVIN is shown in Sect. 4. The
representativity of the samples is discussed in detail in Sect. 5.
The ISM properties of emission-line galaxies are presented in
Sect. 6. Finally, Sect. 7 shows the results for the M − Z relation
drawn from the four representative samples. In this section, we
also discuss selection biases that affect the M − Z relation when
it is established using non-representative samples. Throughout
this work, we adopt a cosmology of H0 = 70 km s−1 Mpc−1,
ΩM = 0.3 and ΩΛ = 0.7. We assume a Salpeter (1955) initial
mass function (IMF).

2. Observations and sample selection

2.1. GAMA survey

GAMA is a unique sample to link the properties of local galaxies
with those of distant galaxies. Taylor et al. (2011) have shown
that the GAMA sample is complete to M∗ ∼ 1010.5M� at z ∼ 0.25
and that the (g− i) color distribution is representative of the bulk
of massive galaxies. The data are taken from the GAMA II spec-
troscopic sample (Hopkins et al. 2013; Liske et al. 2015). Sev-
eral key physical properties are readily available, such as red-
shift (Driver et al. 2011), stellar mass (Taylor et al. 2011), and
photometry (Hill et al. 2011), see Table 1. For every object with
a secure spectroscopic redshift (i.e., nQ ≥ 32), aperture-matched
photometry from optical to near-infrared was published by
Hill et al. (2011) based on SDSS optical bands and near-infrared
bands from the VIKING survey (Sutherland et al. 2015). This
photometric catalog was used to derive stellar masses and abso-
lute magnitudes in Taylor et al. (2011) through spectral energy
distribution (SED) fitting. The stellar mass estimates assume the
single stellar population models of Bruzual & Charlot (2003), a
Chabrier (2003) IMF, and a Calzetti et al. (2000) extinction law.

The bulk of the GAMA spectra have been observed with
the AAOmega spectrograph at the Anglo-Australian Telescope
within 2 arcsec diameter fibers. The instrumental setup covers
the 3700−8900 Å wavelength range with a spectral resolution
of 3.2 Å. These observations and the quality of this dataset are

2 nQ indicates the confidence on the spectroscopic redshift assigned to
each spectrum, as defined in Liske et al. (2015). Spectra with nQ ≥ 3
have their redshift determined with a confidence level higher than 90%.
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described below. In addition to these dedicated observations, the
GAMA survey has combined spectra from other redshift sur-
veys overlapping with the GAMA fields. These include SDSS
(Adelman-McCarthy et al. 2008), the six-degree Field Galaxy
Survey (Jones et al. 2009) and the two-degree Field Galaxy Red-
shift Survey (Colless et al. 2001). We have restricted our analy-
sis to flux-calibrated spectra (i.e., AAOmega and SDSS spectra
only).

2.2. Definition of the sample: Mr selected

The present study aims to deliver a catalog of emission line
fluxes for a subsample of GAMA for which the possible sources
of systematics have been carefully controlled. Our method is to
use a dedicated code that automates the main steps of the data
analysis, but the quality control is done manually. We primarily
aim to limit the occurrence of catastrophic measurements caused
by failures of the data reduction and analysis process. While this
method yields a drastic reduction in the systematic uncertain-
ties, it is also extremely time consuming and can only be ap-
plied to a sample of moderate size. The choice of sample size
is thus a trade-off between the gain in accuracy achieved with
a semi-automated data analysis and the increase of the random
uncertainty that is due to the decreasing number of targets. Each
sub-ample should thus

1. be representative of galaxies in that redshift window (i.e.,
the luminosity distribution of the sample should follow the
luminosity function at the given redshift);

2. have a moderate size to allow manual quality control of the
data analysis; and

3. be sufficiently large to ensure that the error budget is not
dominated by small number statistics.

In this work, typical uncertainties associated with measurements
of emission line ratios are on the order of 0.10 dex, or ∼25%.
The Poisson statistical uncertainty (∝

√
N/N) in each bin should

thus be smaller than 25%. This translates into at least 15 targets
per bin. We target a minimum of five stellar mass bins at a given
redshift to investigate the M−Z, hence the final redshift subsam-
ple should contain at least 75 galaxies. We chose to exceed this
limit and used subsamples of >∼3000 targets to account for the
fraction of red (non-star-forming) galaxies in the sample and the
occurrence of problematic spectra. This increase on the sample
translates into a decrease of the statistical uncertainty of lower
than 10% in each stellar bin (<0.04 dex).

We defined four redshift subsamples from the three equato-
rial regions (G09, G12, and G15) of the GAMA II spectroscopic
sample as follows: (0) 0.07 < z < 0.1; (1) 0.1 < z < 0.15;
(2) 0.17 < z < 0.24; and (3) 0.24 < z < 0.30. The pur-
pose of the redshift gap between samples (2) and (3) is to avoid
the strong telluric lines overlapping with Hα. Only galaxies
above z > 0.07 were selected to minimize fiber aperture prob-
lems (Kewley & Ellison 2008, scaled for the 2′′ GAMA fibers).
Galaxies in our sample are required to have a reliable spectro-
scopic redshift (i.e., quality flag nQ = 4). In each redshift win-
dow, the range of r-band absolute magnitude Mr for which the
sample is representative was determined as follows. The Mr dis-
tribution of the sample was compared to the luminosity function
of Montero-Dorta & Prada (2009) based on the SDSS DR63.

3 We intentionally avoided the luminosity function from Loveday et al.
(2012) derived using the GAMA survey to compare our samples with
independently determined luminosity functions. The results remain un-
changed when using the Loveday et al. (2012) luminosity function.

Fig. 1. Redshift versus Petrosian r-band absolute magnitude (Mr) for
GAMA sources with reliable redshift and stellar mass estimates (gray
dots). The four color boxes correspond to each of the stellar-mass-
selected samples: 0.07 < z < 0.1 (blue), 0.1 < z < 0.15 (green),
0.17 < z < 0.2 (pink), and 0.2< z <0.3 (red), and are representative
between −23 < Mr < −18.4, −23 < Mr < −19.2, −23 < Mr < −20.4,
and −23 < Mr < −21, respectively. The dashed and dotted lines are the
Mr limits corresponding to the apparent magnitude limits of the SDSS
(mr > 14.5 for the bright limit and mr < 17.7). The black solid line
indicates Mr limits corresponding to the apparent magnitude limits of
GAMA (mr < 19.8).

K-corrections and evolution corrections were applied to the lo-
cal luminosity function in the higher redshift samples assuming
the correction from Bell et al. (2003). The Mr limits for which
the sample is representative were constrained using a two-tailed
Kolmogorov-Smirnov (KS) test. We tested the Mr threshold for
which the null hypothesis holds that the sample and the lumi-
nosity function arise from the same parent distribution. A stan-
dard confidence level of 95% (i.e. p = 0.05) was chosen for
the rejection threshold. Given the large size of the GAMA sam-
ple, we were able to perform the KS test on 1000 subsamples of
3000 randomly drawn elements. The final four subsamples were
randomly drawn from the main sample (StellarMasses catalog)
according to the determined absolute r-band magnitude thresh-
old for which GAMA is representative of galaxies as a whole
within the appropriate redshift range (Fig. 1).

3. Data analysis with MARVIN

This study includes spectra from two different spectrographs be-
cause GAMA targets with available SDSS spectra are not re-
observed. The brighter targets tend to have SDSS spectra, and
the two lowest redshift samples have the highest fractions of
SDSS spectra. For the purposes of this work, we converted the
SDSS spectra into the same file format as other GAMA spectra
and performed the data analysis identically on both.

3.1. Data quality of the AAOmega spectra

GAMA spectra are obtained with the AAOmega spectrograph
(Saunders et al. 2004; Smith et al. 2004; Sharp et al. 2006) on
the 3.9 m AAT (Siding Spring Observatory, NSW, Australia).
AAOmega possesses a dual beam system that allows a total
coverage from 3750 to 8850 Å with the 5700 Å dichroic. The
resolution varies as a function of wavelength from 3.4 Å in
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Fig. 2. Assessment of the spectrophotometric accuracy of the GAMA
spectra. The flux-calibrated spectra (light gray line) are compared with
the multiband photometry from SDSS (open red squares). The solid
black line corresponds to a heavy smoothing of the spectrum, and the
solid circles are the summed fluxes from the spectrum. Since the flux
calibration is more problematic at the edges of the spectra, we have
estimated two intermediate pseudo-bands ug and iz, in the AB system
(λc = 4118 Å; 8206 Å), to be used as visual guidelines. We assume that
the SED is roughly linear between the u and b-bands and between the
i and z-bands. The fluxes in these two intermediate bands are estimated
in the spectra by taking the median value around a small region of the
central wavelength.

the blue arm to 5.5 Å in the red arm. After the 1D extraction
of the spectrum, the blue and red spectra for each galaxy are
spliced by doing a rough flux calibration to best match the
spectra at the splice wavelength (5700 Å). The spectra are
corrected for aperture losses by matching the spectrophotometry
directly to the r-band Petrosian magnitudes measured by the
SDSS photometry. A complete description of the observational
setup and data reduction can be found in Hopkins et al. (2013).
The final spectra have a pixel scale of 1 Å pixel−1 and the
wavelength calibration is accurate to better than 0.1 Å. The
flux calibration is typically accurate to 10−20%, although the
reliability is worse at the extreme wavelength ends and poorer
in the blue than the red. More critically, there is a bias of ∼5%
in the blue wavelength end that is due to the low instrumental
response in this region. This issue is particularly problematic
when using diagnostics in the blue region (e.g., [O ii] λ3727
and D4000) because systematics are propagated through to the
derived quantities.

3.1.1. Flux calibration accuracy

The spectrophotometric accuracy is inhomogeneous in
GAMA II and varies between plate configurations. Very
many plates have excellent spectrophotometric accuracy,
while other plates suffer from catastrophic failure of the flux
calibration step. This is mainly due to instrument residuals
in the standard star spectra. The improvement of the GAMA
flux calibration accuracy is the focus of ongoing work. For our
purposes, we verified the spectrophotometry in the subsamples,
flagging spectra with spectrophotometric uncertainties larger
than 40% (quadratic sum of the uncertainties in the g, r, and
i-bands).

The spectrophotometry was evaluated by comparing the
fluxes from the photometry in the g, r, and i-bands in the fiber
aperture with the integrated spectral fluxes under the transmis-
sion curves of the respective filters, see Fig. 2. Fiber magni-
tudes were calculated for all GAMA plate positions using the

Fig. 3. Example spectra representing our four quality flags. Panel A)
shows an example of a fringed spectrum. A spectrum with failed spec-
trophotometry is shown in panel B), wherein the red open squares are
the fluxes estimated from the SDSS photometry inside the fibre aper-
ture. Panel C) shows a spectrum with clear splicing problems around
observed frame 5700 Å, where the blue and red spectra have been un-
successfully joined. An example spectrum with broad hydrogen emis-
sion lines classified as Seyfert I is shown in panel D).

SDSS DR7 (Abazajian et al. 2009) u, g, r, i, and z photometric
data (collated by Hill et al. 2011).

3.1.2. Quality control I: instrumental residuals

A small fraction (∼3%) of the AAOmega spectra are affected by
either fringing or poor splicing (see Fig. 1 from Hopkins et al.
2013). To avoid systematics in our measurements arising from
these instrumental residuals, we performed a first-level quality
control of the spectra by visually inspecting all spectra. Spectra
were classified into five categories: (1) good for a galaxy spec-
trum without instrumental residuals; (2) fringed for a spectrum
with visible high-frequency oscillation in the continuum level
(Fig. 3A); (3) poor splicing for a spectrum characterized by a
dramatic change in the continuum level at the splice wavelength
(Fig. 3C); (4) poor spectrophotometry (Fig. 3B) for spectropho-
tometric uncertainties larger than 40%, see Sect. 3.1.1; and (5) no
signal (e.g., pure noise spectrum). In addition, we took advantage
of this quality-control stage to visually identify Seyfert I active
galactic nuclei (AGN) emission. These AGN hosts are easily rec-
ognizable by their broad hydrogen emission lines, as shown in
Fig. 3D.

We imposed stricter quality control criteria than in
Hopkins et al. (2013) because our metallicity measurements are
based on the measurements of line fluxes that are extremely
sensitive to instrumental residuals. These measurements require
spectra with good global and local spectrophotometry (the spec-
trophotometry and poor splicing criteria described above, re-
spectively). According to our criteria, roughly a quarter of the
GAMA spectra are potentially affected by instrumental residu-
als, see Table 2. The main difference between the Hopkins et al.
(2013) quality control and that found here is the additional re-
quirement on the spectrophotometry. Of the spectra rejected for
this study, 71% failed because of the poor spectrophotometry.
These spectra can be used to measure line positions and equiv-
alent widths, but cannot be used to estimate quantities based on
line fluxes. We also imposed a stricter criterion for poor splicing
because metallicity estimates rely on the fluxes of the [O iii] and
Hβ lines that fall in the splice region at the low redshifts of this
study. By design, the quality flags are mutually exclusive even
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Table 2. Summary table of the spectral quality flag statistics for the
master sample.

QF N# %
Good 6829 77%

(no Seyfert I) 6784 99.4%
(Seyfert I) 45 0.6%

Rejected 2148 23%
Poor splice 354 4%
Fringing 267 3%
Poor flux calibration 1537 17%

Notes. Roughly three quarters of the spectra have successfully passed
the quality control, while a quarter have been rejected because of instru-
ment residuals.

if the spectra may present more than one type of instrumental
residual. For instance, poor spectrophotometry is usually corre-
lated with poor splicing. The aim of our quality flagging is to
reject spectra with instrumental residuals, and this consequently
only provide a rough statistics on the occurrence of instrumen-
tal residuals in the AAOmega GAMA spectra. Only spectra that
successfully passed the quality check are used in the analysis
below.

After the first quality control, which removed spectra with
strong instrumental residuals, the four samples contained 2633,
2747, 2101, and 2136 targets (including Seyfert I).

3.2. Subtracting the stellar continuum

Accurate stellar continuum subtraction is essential for reliable
measurements of emission line fluxes. This is particularly impor-
tant for hydrogen recombination lines such as the Balmer lines,
for which the emission line produced by the ionized gas is su-
perimposed on the absorption line from the stellar photospheres.
Not accounting for the underlying absorption when measuring
emission lines leads to underestimating their flux and thus in-
duces a bias in all subsequently derived properties (Kennicutt
1992; Liang et al. 2004; Moustakas & Kennicutt 2006).

3.2.1. Methodology

For each spectrum, we modeled the stellar continuum using a
linear combination of spectra from a grid of SSP models. The
model spectra were first attenuated by a dust component and
convolved for the measured stellar kinematics. Our grid of tem-
plates includes a set of 45 SSPs from Bruzual & Charlot (2003),
which uses the Padova 1994 stellar evolutionary tracks and the
STELIB empirical stellar library (Le Borgne et al. 2003). The
SSP grid spans three metallicities (Z = 0.004, 0.02, and 0.05),
15 formation ages ranging from 10 Myr to 13 Gyr, and assumes
a Chabrier initial mass function (Chabrier 2003) along with the
Cardelli et al. (1989) extinction law (Rv = 3.1). We chose to
use the models of Bruzual & Charlot (2003) instead of Charlot
& Bruzual (2007; unpublished, updated of Bruzual & Charlot
2003) because although the newer models incorporate a bet-
ter treatment of the thermally pulsating asymptotic giant branch
(TP-AGB) stars, they lead to an underestimation of the stellar
continuum around the Hβ line (Groves et al. 2012).

There are currently multiple software packages ded-
icated to full spectral fitting: MOPED (Heavens et al.
2000), PPXF (Cappellari & Emsellem 2004), PLATEFIT
(Tremonti et al. 2004; Lamareille et al. 2006), STARLIGHT

(Cid Fernandes et al. 2005), STECKMAP (Ocvirk et al. 2006),
ULYSS (Koleva et al. 2009), and VESPA (Tojeiro et al. 2007).
These are based on varying inversion methods and optimization
algorithms, but according to the tests reported at the IAU
Symposium 241, all give comparable results. We chose to use
STARLIGHT (Cid Fernandes et al. 2005) to find the best-fit
solution for each spectrum. The stellar population subtraction
task in MARVIN is a wrapper to STARLIGHT. Our fitting
procedure is divided into the following three main steps:

1. The spectra are trimmed to exclude λobs < 4000 Å if the
mean signal-to-noise ratio (S/N) is above 0.5% in this region.
The blue region of the spectrum is next degraded to a spectral
resolution of 5.5 Å to match the red spectrum resolution.
The full spectrum is corrected for the foreground extinction
using the maps of Schlegel et al. (1998) and finally set to rest
frame.

2. Low-frequency residuals are corrected for each spectrum.
The full spectrum is first fit by masking regions with known
instrumental features such as the splice region, bad pix-
els, and emission lines. This synthetic spectrum is then
subtracted from the raw spectrum. The low-frequency com-
ponent of this residual spectrum arises from imperfect
sky-subtraction, instrumental residuals, or template mis-
match. The residual spectrum is then smoothed using a
wavelet decomposition, masking the emission lines, and is
then subtracted from the input spectrum. This correction is
added to the error budget of the spectrum. The typical frac-
tion of correction is <5%.

3. Finally, the continuum of the corrected spectrum is fit with
SSPs leaving all parameters to vary freely. Only bad pixels
and regions with emission lines are masked in this step. The
best-fit solution (red solid line in the upper panel of Fig. 4) is
subtracted from the corrected spectrum, leaving a pure emis-
sion line spectrum (bottom panel of Fig. 4).

This procedure is applied to all spectra with mean
S/N > 5 (S/N computed in the rest-frame window be-
tween 4000−4800 Å ). Below this S/N threshold, the subtraction
of a synthetic stellar continuum is counter-productive since the
uncertainties on the stellar continuum model are larger than the
effect it aims to correct. In this case, the continuum is evaluated
with a low-frequency wavelet fit to regions devoid of emission
lines and noise spikes (rejected with a 3σ clipping).

3.2.2. Quality control II: continuum fit

The quality of the continuum fit is assessed by comparing the
fit residuals rN with the expected statistical noise sN following
Oh et al. (2011). A ratio close to one indicates a good fit. The
mean ratio (rN/sN) for the 5709 galaxies above the S/N thresh-
old is 1.01 with a small standard deviation of ∼0.11, attesting to
the high quality of stellar continuum subtraction. The small frac-
tion of outliers (<15 spectra with rN/sN > 1.5) corresponds to
low S/N spectra or spectra with unusually strong skyline resid-
uals or moderate residuals in the splice region that evaded de-
tection in quality control I (Sect. 3.1.2). Such high-quality fits
are expected since the first quality control has already excluded
spectra with obvious instrumental problems and the flux cali-
bration correction performed in step 1 of the stellar continuum
subtraction has significantly reduced low-frequency residuals.
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Fig. 4. Typical accuracy of the stellar continuum subtraction. Top panel: raw (gray), after correcting the low-frequency residuals (black) and
synthetic spectra for a typical sample target. The correction of the low-frequency residuals are typically <5%. In this spectrum the correction is
hardly visible. The correction is visible around 7000 Å, corresponding to a region typically affected by sky subtraction residuals. Lower panel:
residuals after subtracting the synthetic spectrum.

3.3. Measuring emission lines

There is a tradeoff between the choice of S/N threshold neces-
sary to ensure accurate flux measurements and potential system-
atics induced by selection effects. Our approach is to favor ac-
curacy of the line measurements over systematics. However, a
stringent selection in the significance of line detection does not
inevitably imply selection effects since undetected lines can be
taken into account as missing data or upper limits. Our approach
is to (1) minimize the occurrence of false detections, (2) main-
tain a clear record of whether undetected lines are due to instru-
mental reasons (e.g., bad pixels, strong sky lines, and glitch), or
are simply weaker than the S/N threshold, (3) minimize the sys-
tematics of the flux measurements in the low S/N regime. The
architecture of the emission-line-fitting algorithm was designed
to meet these three goals.

3.3.1. Fitting algorithm

The flux in the emission lines is measured by a simple
Gaussian model and a first-order polynomial background using a
Markwardt nonlinear least-squares curve-fitting algorithm (IDL
routine MPFIT, Markwardt). Lines are fit in groups as defined in
Table 3. Isolated emission lines with no nearby lines within 50 Å
are fit individually. Close lines (e.g., Hα and the [N ii] lines) with
possible blending are fit simultaneously, but with independent
parameters for each line. Lines belonging to a doublet are fit si-
multaneously with the additional requirement of identical veloc-
ity dispersion. Each group is fit inside a spectral window ranging

Table 3. Emission lines from the warm ISM.

Species Wavelength (Å) N0 Group ID
(1) (2) (3) (4)

[O ii] 3728.73 Single 1
[Ne iii] 3868.69 Group 2
[He i] 3888.65 Group 2
[Ne iii] 3967.40 Group 2

Hε 3970.07 Group 2
Hδ 4101.73 Group 2
Hγ 4340.46 Group 3

[O iii] 4363.15 Group 3
Hβ 4861.32 Single 4

[O iii] 4958.83 Doublet 5
[O iii] 5006.70 Doublet 5
[O i] 6300.20 Doublet 6
[O i] 6363.67 Doublet 6
[N ii] 6547.96 Group 7
Hα 6562.80 Group 7
[N ii] 6583.34 Group 7
[S ii] 6716.31 Doublet 8
[S ii] 6730.68 Doublet 8

Notes. Emission lines (Col. 2) are evaluated as single lines, doublets,
or groups (Col. 1). The central wavelength of each line and its group
ID are given in Cols. 3 and 4, respectively. We note that the [O ii] line
is in reality a line doublet, separated by 3 Å. The doublet is unresolved
at the spectral resolution of GAMA (5.5 Å) and the line profile is well
described by a single Gaussian.
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between −50 Å from the bluest line in the group and +50 Å
from the reddest line in the group. Uncertainty vectors associ-
ated with the flux are taken into account during the fit, and bad
pixels are flagged as missing data.

We imposed loose bounds on the values for the Gaussian pa-
rameters: continuum, center, width, and peak. The centers of the
lines were allowed to be offset by ±5 Å relative to their reference
wavelength to accommodate for small local mismatches in the
wavelength calibration and uncertainties on the redshift. The line
width was constrained to lie between 0.8 Å and 15 Å, which cor-
responds to 0.4−4.5 times the instrumental resolution. Since we
are mainly interested in accurately evaluating the emission line
fluxes, we preferred not to set boundaries on the ratio of line dou-
blets to avoid truncated statistics. Ratios of line doublets could
differ from the theoretical values for various reasons. The dif-
ference could be real if assumptions on the electron temperature
of the gas, density, or escape fraction of the photons from the
medium are different from the standard values, for example. It
is also likely that the difference simply arises from artifacts such
as data reduction residuals or poor estimation of the underlying
stellar continuum. In the latter case, abnormal line ratios are a
good indicator for the presence of systematics and measurements
can thus be censored a posteriori.

Several levels of statistical tests are implemented within the
algorithm to weed out false and failed detections. These include
the evaluation of the fit quality through the χ2, a measure of the
significance of the detection, rejection of measurements poten-
tially affected by strong sky lines, and a posteriori censorship of
line fits with unphysical parameters. The first criterion assesses
the quality of the fit and is equivalent to a χ2 rejection test. The
convergence of the χ2 minimization routine toward a solution
does not imply, however, that a line has been successfully de-
tected. We imposed two rejection criteria to identify false posi-
tives. We flagged as false positives all emission lines for which
the relative uncertainty on the line fluxes (calculated from the
Gaussian model) was larger than 70%. The second criterion eval-
uates the significance of the detection by testing against the null
hypothesis that the signal is pure background noise. This is im-
plemented by flagging lines with S/N < 5 as false detections fol-
lowing Rola & Pelat (1994). Rola & Pelat (1994) showed that an
emission line can only be securely detected if the observed S/N is
higher than 5 and that a S/N > 7 is required for a flux measure-
ment sufficiently accurate to derive other quantities. As such, the
line fluxes with 5 < S/N < 8 are upper limits, see discussion in
the appendix on the S/N threshold. For each measured line, the
S/N of detection (S/N)line was estimated as follows:

(S/N)line =
Fline

σc ×
√

Nline
, (1)

where Fline is the line flux and σc is the level of the noise in the
continuum around the groups of lines. Nline is the number of pix-
els spanned by the width of the line (i.e., 6 δd the mean velocity
width of emission lines). Lines wider than 16 Å and lines that
overlap with the [O i] λλ5577, 6302 strong sky emission lines
are censored a posteriori as false detections.

The integrated line flux was estimated based on the param-
eters of the best-fit Gaussian model as follows. For unblended
lines, we integrated the flux within ±3σ of the center of the
line. For blended lines, the flux under the Gaussian model is
measured. The fluxes calculated by integrating directly and from
the Gaussian model are consistent to within 5%. The associated
1σ statistical uncertainties were calculated by propagating the
parameter uncertainties of the Gaussian fit. The median uncer-
tainty on the fluxes are about 15% and 8% for faint lines, that

Fig. 5. Fitted emission lines for target G15-Y3-001-058 (also shown
in Fig. 4). The input spectrum is shown as a black solid line. The red
solid lines show the best fit to the emission lines and the green line
corresponds to the weight given to pixels based on the flux uncertainties.
Bad pixels and regions affected by strong sky lines have been rejected
during the fit. Fitted lines with (S/N)line < 5 are rejected.

is, 7 < (S/N)line < 12, in the blue and red CCD, respectively.
In the high S/N regime ((S/N)line > 12) the typical uncertainties
are 9% and 2% for lines in the blue and red CCDs, respectively.
For galaxies without stellar continuum subtraction, the fluxes in
the Balmer lines are lower limits since the underlying absorption
could not be evaluated. For each undetected emission line, we
estimated the upper limit on the line flux by assuming a Gaussian
line-profile (Fline =

√
2πσc〈δv〉).

3.3.2. Quality control III: reliability of emission line
measurements

The quality of the fit was visually assessed for each emission
line, see Fig. 5. We first verified the reliability of the algorithm
to sucessfully detect emission lines. During this step, we first as-
sessed the reliability of the emission line detection algorithm by
registering the number of failed (<0.05%) and false detections
(<0.04%). A failed detection corresponds to the non-detection
of an emission line whose intensity is above the (S/N)line > 10
threshold. The reliability of MARVIN to detect lines is very
good, with a failure lower than 0.1%.

4. Reliability of the emission line catalog

4.1. Internal consistency

We tested the internal consistency of the flux measurements
by comparing the measured ratio of reference lines with their
theoretical values. In the wavelength range of GAMA spec-
tra, the [O iii] λλ4959, 5007 doublet is the ideal reference for
such a test. Since the [O iii] doublet arises from a magnetic
dipole transition, its intensity ratio can be theoretically pre-
dicted. Storey & Zeippen (2000) calculated a theoretical ratio of
∼1/2.98. Figure 6 shows the distribution of the measured [O iii]
doublet flux for 0.10 < z < 0.15 galaxies with (S/N)line > 7. The
median flux ratio is 0.333, which is within 1 per cent of the theo-
retical value, and with a standard deviation of 0.07. At low S/N,
the overestimation of the flux in the faintest line [O iii] λ4959
explains the log-normal shape of the distribution. The dispersion
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Fig. 6. Distribution of observed ratio of [O iii] λ4959/[O iii] λ5007 in
0.10 < z < 0.15 sample for S/Nline > 7. The solid arrow corresponds to
the theoretical ratio of 1/2.98 (Storey & Zeippen 2000). The median and
the 68th percentiles are represented as the dashed and dotted red lines,
respectively. The median flux ratio is 0.333 with a standard deviation of
0.07, within 1 per cent of the theoretical value.

of the distribution agrees well with the mean uncertainty on the
flux measurements at ∼15% in the low S/N regime.

We used the measurements of the [O iii] doublet lines
fluxes to evaluate the limit to which our line fluxes are reli-
able (Brough et al. 2011). The flux limit corresponds to the flux
where the ratio of the doublet is no longer accurate to within
10 per cent. For both AAOmega and SDSS spectra the flux limit
is 4 × 10−16 ergs cm−2.

4.2. Comparision with GANDALF

Finally, we tested our flux measurements for systematics by
comparing them with those previously measured using the
GANDALF software (Hopkins et al. 2013). As for MARVIN,
GANDALF measures the flux of emission lines after taking into
account the underlying absorption from the stellar continuum.
The main difference between the two codes is that GANDALF
fits both Gaussian emission line and stellar population templates
simultaneously. The GANDALF measurements of GAMA spec-
tra are presented in Hopkins et al. (2013), wherein the stel-
lar population templates of Maraston & Strömbäck (2011) and
Calzetti et al. (2000) obscuration curve for the dust extinction in
the stellar continuum have been assumed. Figure 7 shows the
difference in the measured fluxes between the two algorithms.
Outliers that are discrepant by more than 200% were not taken
into account when computing the statistics. These outliers usu-
ally correspond to false detections in GANDALF: for sample
0.10 < z < 0.15, ∼2.5% of the lines measured by GANDALF
failed to pass MARVIN quality control. MARVIN fluxes are
systematically 5% higher than those measured by GANDALF.
The different stellar population templates (Bruzual & Charlot
2003 vs. Maraston & Strömbäck 2011) and obscuration curves,
Cardelli et al. (1989) vs. Calzetti et al. (2000), are the likely ori-
gin for this small systematic offset. The difference between the
two estimates is small at for (S/N)line > 10, but can be signifi-
cant in the low S/N regime. As expected, the dispersion of flux

differences for collisional lines is 15%, consistent with the re-
spective flux uncertainties. Reassuringly, despite being very sen-
sitive to the absorption correction, both methods give similar re-
sults for Balmer lines with systematic differences below 7%. The
dispersion of measured differences for recombination lines in the
blue is similar to the uncertainties.

5. Sample properties

5.1. Representativity limits of the samples

In the upper panels of Fig. 8 we compare the stellar mass dis-
tribution of each subsample with the local stellar mass function
from Baldry et al. (2012). The stellar masses were taken from
Taylor et al. (2011) and an offset of +0.2 was applied to con-
vert from a Chabrier into a Salpeter IMF. The ranges of stel-
lar mass for which the samples are representative were esti-
mated based on a Kolmogorov-Smirnov test between the stellar
mass distribution and the stellar mass function at different stel-
lar mass completeness thresholds. A standard confidence level
of 95% (i.e., p = 0.05) was chosen for the rejection thresh-
old. We found that samples 0 to 4 are representative within
log M∗ > 9.4, log M∗ > 9.8, log M∗ > 10.2, and log M∗ > 10.6,
respectively. These limits are consistent with the completeness
limit of GAMA at different redshifts, as calculated from the
1/Vmax technique by Taylor et al. (2011, 2015). Below the repre-
sentativity limit, and arising from the magnitude-limited nature
of the GAMA survey, there is a bias against redder systems. In
other words, galaxies measured below the representativity limit
will be more likely to arise from the blue galaxy population than
would be the case for a representative sample.

We compared the limits of representativity of our GAMA-
based sample with that extracted from the SDSS in the red-
shift interval 0.07 < z < 0.1. The lower panels in Fig. 8 show
the absolute magnitude in r-band (left panel) and stellar mass
(right panel) for 0.07 < z < 0.1 galaxies drawn from the SDSS
DR7 survey (gray histogram). To directly compare the stellar
mass histogram with that of GAMA, the stellar masses from
the SDSS sample were computed using absolute magnitudes4

Mi and (g − i) color using Eq. (5) from Taylor et al. (2011) and
adding an offset of +0.2 to convert this into a Salpeter IMF. In the
same redshift range, we also show a volume-complete sample
within the magnitude limit of the SDSS at z ∼ 0.1 as a green his-
togram. The SDSS spectroscopic sample is a magnitude-limited
survey that selects objects with mr < 17.77 (the dotted gray
line in Fig. 1). This limit in apparent magnitude translates into
an absolute magnitude limit of Mr < −20.62 at z ∼ 0.1. For
the redshift interval 0.07 < z < 0.1, a representative sample
can be drawn from GAMA down to log M∗ ∼ 9.4. This limit is
log M∗ ∼ 10.2 for SDSS.

5.2. Emission-line galaxies sample

We classified galaxies into the star-forming or quiescent classes
based on the equivalent width of their Hα line, EW(Hα). This
quantity corresponds to the ratio between the nebular emis-
sion of the gas from young stars and the stellar continuum un-
der Hα related to intermediate-age stars. As such, EW(Hα) is
a proxy for the birth rate parameter (SFR /〈SFR〉), providing a
good representation of the relative strength of the star formation
in a galaxy. We defined emission-line galaxies as targets with

4 Absolute magnitudes were extracted from the STARLIGHT database
http://www.starlight.ufsc.br
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Fig. 7. Comparison between the flux measured by MARVIN and GANDALF for the spectra in sample 0.1 < z < 0.15. Only lines detected above
a S/N threshold of 7 by both codes have been selected. Below this S/N threshold the fluxes are systematically overestimated, see discussion in
the text. The false detections have been excluded in the comparison.The dashed and dotted lines are the median and standard deviation of the
distributions, respectively.

EW(Hα) > 10 Å. This primarily selects galaxies with birth rates
b ∼ 0.12 and morphological types later than Sab (Kennicutt et al.
1994). Figure 9 shows the fraction of emission-line galaxies at
0.07 < z < 0.1 in stellar mass bins.

Emission-line galaxies are then spectrally classified ac-
cording to the presence or absence of certain emission lines
as follows: strong-line galaxies (SLG) if [O ii] λ3727, Hβ,
[O iii] λ5007, and [N ii] λ6583 are detected over a S/N > 5;
or weak-line galaxies (WLG) if at least one of the above lines
is undetected (see dashed diagonal area in Fig. 9). We followed
the classification of Cid Fernandes et al. (2010, hereafter CF10)
where WL-H corresponds to galaxies with all strong lines de-
tected except Hβ, WL-O are galaxies without [O iii] λ5007, WL-
O2 are galaxies without [O ii] λ3727, and finally WL-Other for
galaxies where two or more lines are undetected (see dashed hor-
izontal area in Fig. 9). The statistics over all samples are given in
Table 4. About 92% of galaxies with all four lines detected are
in the emission-line galaxy sample (EW(Hα) > 10 Å).

As expected, we observe a decrease of the fraction of
emission-line galaxies with increasing stellar mass: for instance,
from 62% at log M∗ = 9.4 to 24% at log M∗ = 10.6 in the z =
0.08 sample. At a given stellar mass, the fraction of emission-
line galaxies increases with redshift. For example, the fraction
of emission-line log M∗ = 10.6 galaxies is 24% at z = 0.08 and
54% at z = 0.27.

5.3. AGN host

A large number of the diagnostics for determining physical
quantities of the ISM are based on the assumption that the gas
is exclusively photoionized by massive stars. This excludes the
use of these diagnostics for active galactic nuclei (AGN) hosts.
In the optical, AGN hosts are classified into three spectral cate-
gories: Seyfert I, Seyfert II, and LINERs. We note that QSOs are
largely excluded in GAMA by the selection against point-like
sources (Baldry et al. 2010). The Seyfert Is are identified during
quality control I (Sect. 3.1.2) based on their characteristic broad
emission lines.

We used the Baldwin-Phillips-Terlevich (BPT) diagram
(Baldwin et al. 1981) that compares the line ratios of
[O iii] λλ4959, 5007/Hβ and [N ii] λ6583/Hα to distinguish be-
tween star-forming galaxies and AGN. Figure 10a shows the
location of the 0.07 < z < 0.1 strong-line galaxies in the
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Fig. 8. Upper panel: stellar mass distribution of the four redshift bins.
The stellar mass histograms for each sample are shown before (dark
gray) and after (light gray) the quality control. The stellar mass distri-
butions at the end of the data analysis are compared to the local stel-
lar mass function from Baldry et al. (2012). The light blue histograms
show the stellar mass intervals for which the samples are representative.
Lower panel: absolute magnitude and stellar mass distribution of SDSS
galaxies in the redshift range 0.07 < z < 0.1. The gray histogram cor-
responds to all the galaxies within the redshift range above the SDSS
magnitude limit mr < 17.7. The green histogram corresponds to the
distribution of a volume-limited sample in the same redshift range and
Mr < −20.62 (Mr limit at z ∼ 0.1 for the SDSS). The Mr and stellar
mass distributions were compared to the local luminosity function from
Loveday et al. (2012; back circle line in right panel) and local stellar
mass function from Baldry et al. (2012; blue circle line in left panel),
respectively.
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Table 4. Statistics of spectral classes for the four redshift subsamples.

Class 0.07 < z < 0.1 0.1 < z < 0.15 0.17 < z < 0.24 0.24 < z < 0.3
All 2633 2747 2101 2136
Quiescent 997 (38%) 1236 (45%) 1122 (53%) 1263 (59)%
ELG 1636 (62%) 1504 (55%) 975 (47%) 867 (41%)
SeyfertI 7(<1%) 4 6
ELG/SLG 1140 (70%) 839 (56%) 478 (49%) 349 (40%)
ELG/Other 496 (30%) 665 (44%) 497 (51%) 518 (59%)

Notes. We classify galaxies as quiescent if EW(Hα) < 10 Å or emission-line galaxies (ELG) if EW(Hα) > 10 Å. ELGs are further split into
two subclasses as follows: (1) strong-line galaxies (SLGs) where [O ii] λ3727, Hβ, [O iii] λ5007, and [N ii] λ6583 are detected; or (2) weak-line
galaxies (WLG), where at least one line is undetected.
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Fig. 9. Fraction of star-forming (blue bars) and quiescent galaxies (red
bars) in the 0.07 < z < 0.1 sample as a function of the stellar mass.
Weak-line galaxies are represented as diagonal dashes and galaxies
with fewer than three emission lines detected are shown with horizontal
dashes.

BPT parameter space. The line detection threshold is set to
(S/N)line > 5. The galaxies fall into two well-defined branches:
the left branch populated with star-forming galaxies, and the
right branch with high [N ii] λ6583/Hα attributed to AGN-
dominated galaxies (Seyfert II and LINERs). We used both the
observationally derived separation of Kauffmann et al. (2003a,
hereafter K03) and the theoretical limit of Kewley et al. (2006,
hereafter K06) to classify galaxies. A galaxy is classified as
purely star-forming if its position in the BPT diagram is be-
low the K03 line. This restrictive condition excludes galaxies
for which the contribution from AGN to the Hβ line is higher
than 3%. In contrast, the highest starburst line from K06 only
excludes objects for which the high ionization energy is in-
compatible with a stellar origin. Above the K06 limit, more
than 20−30% of the Hβflux is produced by AGN radiation.
We classified galaxies that lie between the K03 and K06 lines

as intermediate. Traditionally, the galaxies in this intermediate
region have been classified as composite AGN+star-forming.
However, CF10 pointed out that this designation is misleading
since a high fraction of the objects falling in this region are po-
tentially quiescent systems devoid of AGN. Using integral field
spectroscopy, the results of Singh et al. (2013) have corroborated
that a large portion of composite AGN+SF, namely the majority
of systems falling in the LINER region, are quiescent systems
without AGN activity. In these galaxies, the gas is photoionized
by the radiation arising from stars at late stages of their stellar
evolution, such as TP-AGB stars. More recently, Sánchez et al.
(2015) have shown that the emission from H ii regions is affected
by the underlying stellar population. H ii regions located in older
systems fall in the bottom right corner of the BTP diagram.
Moreover, a non-negligible fraction (∼14%) of H ii regions falls
in the intermediate region. We therefore kept composite galax-
ies in our sample of star-forming galaxies, but analyzed them
separately from the main star-forming sample. Since the metal-
licity calibrations are based on line ratios of pure star-forming
galaxies, metallicities measured on composite galaxies may not
be valid.

Contamination by AGN of weak-line galaxies was also de-
termined using the above scheme (Fig. 10, panel c). The upper
limit on the flux is assumed for undetected lines of WL-O and
WL-O2 galaxies. As such, the [O iii]/Hβ and [O iii]/[O ii] ratio
corresponds to an upper limit for WL-O and the [O iii]/[O ii]
are lower limits for WL-O2. For the WL-H, the Hβflux was
substituted with the flux of Hα divided by the theoretical ratio
Hα/Hβ ∼ 3.0 assuming case B recombination and with a typical
electron temperature of around 5000 K. Since the dust extinction
was not taken into account, the estimated [O iii]/Hβ of WL-H is
a lower limit. The bulk of WL-H are compatible with an ioniz-
ing flux produced by LINER-like objets or intermediate-LINERs
with average metallicities in agreement with CF10. The location
of the WL-O galaxies in the BPT and BPTO2 diagram confirms
that this class of galaxies is mainly composed of SF galaxies with
high metallicities. WL-O2 are mainly metal-rich star-forming or
Seyfert (intermediate and AGN) galaxies. This illustrates the im-
portance of accounting for WL-O and WL-O2 galaxies to avoid
selection biases when investigating the statistical properties of
star-forming galaxies.

LINERs were distinguished from Seyfert II galaxies by the
BPTO2 diagram (see Fig. 10, panel b) in [O ii]/[O iii] ver-
sus [N ii] λ6583/Hα. CF10 have shown that this diagram is
more effective at separating LINERs from Seyferts because the
[O ii]/[O iii] ratio is more sensitive than the [O iii] λλ4959,
5007/Hβ ratio to the ionization state.
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Fig. 10. Panel a) BPT diagrams for the 0.07 < z < 0.1 strong-line galaxies. The symbol codes the classification of the targets according to their
location in the BPT diagrams: AGN (filled symbols), intermediate (open symbols) and pure star-forming (stars).Targets above the dot-dashed
line are AGN/LINER hosts (solid symbols) according to the theoretical separation of Kewley et al. (2006). This separation corresponds to the
theoretical limit when assuming only stellar photoionizing radiation. The dashed line corresponds to the empirical limit between star-forming
galaxies and AGN/LINERs from Kauffmann et al. (2003a). Galaxies falling between the two lines are composite SF-AGN galaxies. Below the
Kauffmann et al. (2003a) line, galaxies are classified as pure star-forming galaxies. The solid line shows the separation between Seyfert and
LINERs. The color codes the classification of intermediate and pure AGN into LINERs (green) and Seyferts (red) according to their location on
the BPTO2 diagram. Panel b) The BPTO2 diagram for 0.07 < z < 0.1 sample. The symbols are the same as for panel a). This diagnostic diagram
has been used to distinguish Seyferts from LINERs for galaxies classified as AGN in the BPT diagram. Panel c) BPT diagrams for the weak-line
galaxies in the 0.07 < z < 0.1 sample. The symbols represent the spectral classification of the WLGs with WLG-H as blue crosses, WLG-O as
green stars, WLG-O2 as violet circles, and WLG-OH as open red triangles.

6. Properties of the ISM of star-forming galaxies

6.1. Dust extinction from Balmer decrement

The relative strengths between Balmer recombination lines are
nearly constant in the typical range of conditions of H ii regions
in galaxies (Osterbrock 1989). The difference between the theo-
retical and the observed ratio of Balmer lines gives an estimate
of the intrinsic extinction. The expected Balmer line ratios are
Hα /Hβ = 3.00, Hγ/Hβ = 0.46, and Hγ/Hα = 0.15 (Osterbrock
1989) for case B recombination and H ii regions with a typical
electron temperature5 of around 5000 K and electron densities
around 104 cm−2. We assume below an average interstellar ex-
tinction law with RV = 3.1. The median extinction is AV = 0.89.
The uncertainties on the fluxes are propagated into the extinction
estimates.

We derived the extinction from three Balmer line ratios:
Hα/Hβ, Hγ/Hα, and Hγ/Hβ. In Fig. 11 we show a compari-
son of the extinction derived from the Hα/Hβ and Hγ/Hα sets
of line ratios. The extinction measured using these two ratios
agrees within an rms of 0.64. The agreement between the two
estimators confirms the quality of the stellar absorption subtrac-
tion under the Balmer lines. Only targets with Balmer lines with
(S/N)line > 5 are shown. The median extinction given by the
Hγ/Hα ratio is slightly higher (AV = 1.07) than that based on
Hα/Hβ.

6.2. SFR from Hα luminosity

We computed the SFR from the luminosity of the Hα line,
SFRHα, using the Kennicutt & Evans (2012) calibration.

5 This assumed electron temperature is appropriate for the expected
metallicity range of local galaxies, see also the Appendix A in
López-Sánchez et al. (2015). Repeating the analysis with 10 000 K does
not significantly change our results.
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Fig. 11. Comparison of extinction estimates based on two Balmer decre-
ments, Hα /Hβ and Hγ/Hα. The two dashed lines represent an rms of
±0.64 mag.

Hαfluxes were corrected for the underlying continuum absorp-
tion by the stellar continuum fit described in Sect. 3.2 and were
corrected for dust obscuration using the extinction estimated
from Balmer decrement. Because Hα lines were measured from
the flux calibrated spectra, SFRHα measurements include an im-
plicit correction for fibre aperture effects. The SFRHα is given
by

SFRHα = FHα 10 0.4[E(B−V) κHα] D2
L × 7.9 × 10−42, (2)
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where FHα is the flux of the Hα line corrected for the under-
lying stellar absorption (in ergs/s/cm2/Å), DL is the luminosity
distance in cm, and κHα the value of the extinction law at the
wavelength of Hα.

6.3. Metallicity measurements

In the majority of cases, the metallicity cannot be measured from
the direct method based on the electron temperature because the
auroral lines (e.g., [O iii] λ4363) are too faint. To overcome this
difficulty, empirical calibrations between ratios of strong emis-
sion lines and the metallicity were implemented. These strong-
line ratios do not directly measure the metallicity of the H ii re-
gions, but they are metallicity sensitive. There is a large number
of strong-line ratios in the literature, and the selection of the best
method is still debated. In this work, we used the popular strong-
emission-line method based on the R23 index:

R23 =
[O II]λλ3726, 3729 + [O III]λλ4959, 5007

Hβ
, (3)

with the calibration of Kobulnicky & Kewley (2004) based on
photoionization models. The R23 index is double valued with
12 + log(O/H). The selection between the upper and lower
branch calibration was made from the O2N2 index defined as
[N ii]λ6583/[O ii]λλ3726, 3729. The metallicity conversion is
highly uncertain (>1 dex) in the turning zone of the R23 calibra-
tion around 12 + log(O/H) ∼ 8.20−8.40. The KK04 calibration
includes the estimation of the ionization parameter through the
[O iii]/[O ii] ratio. This reduces the uncertainties on the metallic-
ity measurements. We followed the equations and methods de-
scribed in Appendix A of Kewley & Ellison (2008). Metallicity
limits were estimated for the WL-H, WL-O, WL-O2, and WL-N
galaxies using the flux upper limits for the missing lines. For the
WL-H galaxies, the Hβflux was substituted by the Hα divided
by the theoretical ratio Hα /Hβ.

In contrast with previous GAMA M − Z studies
(Foster et al. 2012; Lara-López et al. 2013), we did not use
the Pettini & Pagel (2004) calibration based on the O3N2 ratio:
O3N2 = log([O iii] λ5007/Hβ)/log([N ii] λ6583/Hα). Although
this calibration is insensitive to dust extinction, ratios that
include nitrogen lines such as the O3N2 are potentially affected
by variations of the N/O abundance ratio (Yang et al. 2008;
López-Sánchez et al. 2012). This now appears to be an impor-
tant source of systematics at high redshift z > 2 (Shapley et al.
2015).

7. Mass-metallicity relation for z <∼ 0.3

In this section, we apply our emission-lines catalogs to
investigate the main scaling relation of chemical evolution:
the stellar mass versus gas-phase metallicity (M − Z) rela-
tion. This relation has been extensively study in the litera-
ture in both the local and distant Universe because it en-
ables us to separate the contributions of various processes6

that are important for galaxy evolution (see Foster et al. 2012;
Lara-López et al. 2013, for additional background). This rela-
tion is affected by numerous sources of systematics that limit
our full understanding of galaxy chemical evolution: emission-
line measurements (Rodrigues et al. 2008, e.g., spectral res-
olution, S/N, and flux calibration), sample size, cosmic

6 These processes include star formation, outflows powered by super-
novae or stellar winds, and infall of gas prompted by mergers or secular
accretion.

variance (Moustakas et al. 2011), choice of the metallicity
calibration (Kewley & Ellison 2008), AGN rejection criteria
(Kewley & Ellison 2008; Moustakas et al. 2011), and line selec-
tion effects (Foster et al. 2012; Juneau et al. 2014; Salim et al.
2014). However, the bulk of selection effect studies have quali-
tatively investigated large samples regardless of the sample rep-
resentativity. The four representative samples and associated
emission-line catalogs allow us to quantify the selection effect
on the shape of the M − Z relation and its evolution.

7.1. Mass-metallicity relation at 0 .07 < z < 0 .3

Figure 12 presents the M − Z relation in the redshift bin 0.07 <
z < 0.1 for pure star-forming galaxies. We were able to constrain
the M − Z relation down to stellar masses of log M∗ = 9.4 at
redshifts 0.07 < z < 0.1 (top panel). The M − Z relation was
fit with a second-order polynomial (red dashed line) and a linear
fit (red solid line). The second-order polynonial fit published in
Foster et al. (2012) is shown as a black dashed line. The best fit
relations are

12 + log (O/H) = −3.76 + 2.29 log M∗ − 0.10 log M∗2 (4)

for the quadratic function, with ρ = 0.448 and σresiduals = 0.16,
and

12 + log (O/H) = 6.63 + 0.22 log M∗[M�] (5)

for the linear function, with ρ = 0.439 and σresiduals = 0.16.
The observed scatter (σ ∼ 0.16 dex) is larger than previ-

ously observed by several studies that were based on SDSS
data (e.g., Tremonti et al. 2004). From a sample drawn from
the SDSS at the same redshift range, Kewley & Ellison (2008)
found a mean scatter of σ ∼ 0.10 dex using the same metallicity
calibration. However, this sample is only representative down
to log M∗ = 10.2. Our sample is representative down to lower
masses (log M∗ > 9.4), see the discussion in Sect. 5.1 and Fig. 8,
right panel. A larger scatter in the M − Z relation at redshifts
0.07 < z < 0.1 for low stellar masses has also been observed by
Zahid et al. (2012) using the DEEP2 survey.

Figure 13 presents the M − Z relation in the four redshift
bins for galaxies classified as pure star-forming galaxies. The
solid line shows the local M − Z relation derived above. Since
sample 0.24 < z < 0.30 is representative down to log M∗ > 10.6,
the evolution can only be constrained at all redshifts on the last
stellar mass bin with a median log M∗ = 10.75. At log M∗ = 10.6,
we observed a decrease of 0.05 dex of metallicity from z = 0.07
to z = 0.3, in agreement with previous SDSS and GAMA work
(Lara-López et al. 2009a,b, 2013; Moustakas et al. 2011).

7.2. Quantification of selection effects

Stellar mass versus gas-phase metallicity relations are estab-
lished for samples of star-forming galaxies. However, the desig-
nation “star-forming galaxies” is ambiguous and usually refers
to galaxies that have survived selection criteria requiring the
simultaneous detection of four or more emission lines needed
for AGN host rejection and metallicity estimations. Because the
intensity of these lines depends on the properties of galaxies
(e.g., extinction and metallicity) this selection may reject spe-
cific populations of star-forming galaxies. The addition of these
line selection criteria to those from the sample selection leads to
a complex combination of selection effects that are difficult to
separate. We systematically study each selection criterion used
in defining our sample for the M −Z relation. For each criterion,
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Fig. 12. Upper panel: local M − Z relation in the 0.07 < z < 0.1 redshift bin for galaxies classified as pure star-forming galaxies (gray dots)
using the KK04 metallicity calibration. The red solid and red dashed line are the linear and second-order polynomial fit to the data, respectively,
within the representativity limit of the sample log M∗ > 9.4. The blue symbols are galaxies without [O ii] detections (cross) and [O iii] (star).
Their metallicities correspond to lower limits estimated from upper limits of the [O ii]λ3727 and [O iii]λ5007 line fluxes. Composite SF-Seyfert
and SF-LINERs are represented as green triangles and green cross-squares, respectively. Lower panel: fraction of each spectral type for galaxies
verifying the emission-line classification, i.e., EW(Hα) > 10 Å (see Sect. 5.2) in the 0.07 < z < 0.1 sample as a function of the stellar mass. The
pure star-forming galaxies shown in the upper panel are represented as a gray area. Composite SF-AGN and AGNs are represented as green and
dashed red boxes. Weak-line galaxies, namely galaxies without [O ii]λ3727 and [O iii]λ5007 lines (see Sect. 5.2), are shown in blue. Unclassified
galaxies are shown in gray.

we evaluate its effects on the sample representativity and on the
shape of the M − Z relation.

7.2.1. mr selection and color bias

We first investigate the possible selection effects introduced dur-
ing the definition of the parent sample. Local spectroscopic sur-
veys like SDSS and GAMA are mr-selected. Thus, the parent
sample as a whole is subject to the Malmquist bias. To avoid a
strong Malmquist bias and possible evolutionary effects, samples
are defined in narrow redshift intervals. For instance, local SDSS
studies of the M − Z relation commonly define their samples in
the 0.05 < z < 0.10 interval (e.g., Kewley & Ellison 2008). As
previously demonstrated in Fig. 5.1, these samples are represen-
tative only down to log M∗ = 10.2. Below this limit, the sample
is potentially affected by color biases.

To evaluate the effect of this color bias on the shape of the
M − Z relation, we extracted a subsample of galaxies with mr >
17.77 from the 0.07 < z < 0.10 galaxies to mimic the SDSS
selection for the same redshift range. The M∗-color distributions

of both samples are shown in the right panel of Fig. 14. The se-
lection on mr approximates a stellar mass selection to first order.
But to second order, the mr selection preferentially selects bluer
galaxies at masses below the representativity limit (Taylor et al.
2011, see Fig. 6). The effect of the color bias on the M − Z re-
lation is clearly visible in the left panel of Fig. 14, wherein only
the bluest galaxies are selected for log M∗ < 10.2, missing an
important population of red and metal-rich galaxies. The blue
population preferentially populates the low metallicity range of
the M − Z relation. The red dashed line shows the fit to SDSS-
like galaxies alone. The scatter for this relation is σ ∼ 0.10 dex,
identical to the findings of Kewley & Ellison (2008). Hence, the
lower measured scatter found in SDSS-based studies is a conse-
quence of the colour bias and strongly affects the sample below
log M∗ < 10.2.

In addition to lowering the scatter of the M − Z relation,
the color bias also artificially steepens the slope of the relation
if the representativity limits of the samples are not taken into
account. In Fig. 13 we fit the four samples with a quadratic func-
tion regardless of the representativity limits (dashed blue line).
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Fig. 13. Evolution of the M − Z relation within the GAMA survey from
z = 0 to z = 0.3. The four panels show the M − Z relation for the four
samples (same color codes as Fig. 1). Sources below and above the stel-
lar mass limit are shown as open and filled symbols, respectively. The
solid line shows the best fit to the lowest redshift sample. The samples
have also been fitted with a second-order polynomial regardless of the
representativity limit. We note that the apparent evolution of the shape
of the M − Z relation can be fully explained with this selection effect.

The slope of the fitted M − Z relation increases with redshift.
Conducting an experiment similar to that shown in Fig. 14 on a
subsample mimicking the definition of the 0.24 < z < 0.30 sam-
ple in terms of Mr results in an identical conclusion: the apparent
evolution of the shape of the M − Z relation at redshift z < 0.3
in Fig. 13 (dotted blue line) is fully explained by this color bias,
which is a result of the Mr selection. This is the case regardless
of the choice of metallicity calibration tested in this work: T04,
KK04, M91, and PP04.

7.2.2. Simultaneous line detection and AGN host rejection

We defined a representative sample of emission-line galax-
ies before adding more criteria on simultaneous line detec-
tion. This prior selection defined a homogenous sample of
emission-line galaxies (or star-forming galaxies) based on a
simple criterion: EW(Hα) > 10 Å. This primarily selects star-
forming galaxies with morphological types later than Sab. The
advantages of selecting emission-line galaxies using a single
criterion are the following: (1) it facilitates the task of homo-
geneously selecting star-forming galaxies at different epochs;
(2) selection effects introduced by a single criterion are eas-
ier to separate; and (3) selections on Ha EWs are less affected
by extinction and metallicity than simultaneous line detection.
The purpose of defining an emission-line galaxy sample is to
have a reference sample from which it is possible to quantify the
fraction of galaxies rejected by simultaneous line detections and
AGN host.

Estimating metallicities and rejecting AGN hosts requires
the simultaneous detection of various emission lines. Several
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Fig. 14. Effect of the mr limit on the shape of the M − Z relation (left
panel) and the color-stellar mass sampling (right panel). The gray sym-
bols correspond to all targets in the volume-limited 0.07 < z < 0.1 sam-
ple, with a lower Mr limit of Mr = −18.4. The solid black line is the
linear fit of the data set above the limit of representativity log M∗ = 9.4
given in Eq. (5). We mimic a 0.07 < z < 0.1 sample drawn from
SDSS survey by gathering targets with mr < 17.77 from 0.07 < z <
0.1 sample (red symbols). The red dashed line is the quadratic fit to
the mr < 17.7 data points. For reference, the fitted M − Z relation on
0.17 < z < 0.24 sample (the best fit shown in the lower left panel of
Fig. 13 is plotted as a dotted blue line.

studies have pointed out that the shape of the M − Z relation
depends on the required lines to be detected and their S/N de-
tection threshold (e.g., Foster et al. 2012; Juneau et al. 2014;
Salim et al. 2014). As an example, a requirement on the de-
tection of [O iii]λ5007 leads to excluding metal-rich galaxies
from the M − Z relation (Foster et al. 2012). The lower panel
of Fig. 12 shows the fraction of galaxies with all five lines de-
tected (gray bars), galaxies without the [O iii]λ5007 line (green
bars), and galaxies without [O ii]λ3727 (blue bars) over the
emission-line galaxy population. At stellar mass log M∗ > 10.4,
galaxies without [O iii]λ5007 account for up to 20% of the
emission-line galaxies. The lower limit on their metallicity es-
timates indicates that these galaxies have metallicities above
12 + log(O/H) = 9.1 dex on average. The rejection of these galax-
ies without [O iii] from the M−Z relation may have a potentially
strong effect on its shape at high stellar mass.

Another source of systematics at high stellar mass may arise
from the selection of star-forming versus AGN host galaxies.
About 11% of the emission-line galaxies in our sample were
rejected from the M − Z relation because they were classi-
fied as LINERs or Seyferts. However, it has been shown by
Stasińska et al. (2008, 2015), Singh et al. (2013) that a non-
negligible fraction of galaxies classified as LINERs are not
AGN hosts, but galaxies harboring old stellar populations.
Sánchez et al. (2015) have shown that ionization conditions of
H ii regions can be affected by radiation arising from an old
underlying stellar population. In our sample, intermediate and
pure LINERs account for 6% and 1.2% of emission-line galax-
ies, respectively. The changes in the ionization conditions pre-
vent us from estimating metallicities in these galaxies using cur-
rent metallicity calibrations, and therefore we cannot evaluate
the effect of this population on the M − Z relation. The selection
of star-forming versus AGN host galaxies preferentially rejects
massive objects (log M∗ > 10.4).

The galaxies rejected by simultaneous line detection crite-
ria or AGN hosts represent 35% of the emission-line galax-
ies at log M∗ = 10.6. Consequently, the effect of their rejection
from the M − Z relation cannot be overlooked. This selection
bias particularly affects the high-mass end of the relation. If the

A18, page 14 of 16

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201527836&pdf_id=13
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201527836&pdf_id=14


M. Rodrigues et al.: MARVIN emission line measurement

properties of these two populations differ from those of the over-
all population of emission-line systems at high stellar masses,
their rejection could explain the apparently reduced scatter com-
pared to low-mass systems (Zahid et al. 2012).

8. Conclusions

We provided a catalog of emission lines for four volume-limited
subsamples of GAMA with homogenous measurements for both
AAOmega and SDSS spectra. This paper described the data anal-
ysis and the performance of our code MARVIN.

The data analysis included a visual quality control of the
raw spectra, stellar continuum subtraction, and spectral line
measurements. MARVIN automated the main steps of the data
analysis, but allowed for interactive inspection. The software
controlled the flow of operations in a consistent way by carry-
ing through quality flags for each target at every step and apply-
ing appropriate analysis accordingly. Particular care was taken
when undetected lines occurred by maintaining a clear record
of whether undetected lines were due to instrumental problems
(e.g., bad pixels, strong sky lines, and glitches) or were simply
weaker than the S/N threshold. The reliability of our algorithm to
detect lines is very good with <0.1% failures and <0.04% false
detections. The reliability of the measured emission line fluxes
translates into a high consistency of measured line ratios such as
the [O iii] doublet. We compared our flux measurements with
those previously measured using GANDALF (Hopkins et al.
2013). We found good agreement between the two codes at
S/N > 10, but significant discrepancies are present in the low
S/N regime. About 2.5% of the lines measured by GANDALF
are false detections that have failed to pass the MARVIN quality
control.

We also derived the main properties of the inter-
stellar medium for star-forming galaxies: dust extinction,
AGN-diagnostic, star-formation rate, and metallicity. Dust ex-
tinction was estimated using the Balmer decrement from three
line ratios. The agreement between the estimators confirms the
quality of the stellar absorption correction under the Balmer
lines.

We established the stellar mass – metallicity relation in the
four intervals of redraft spanned by the samples. At 0.07 < z <
0.1, the observed M − Z relation has a higher scatter at lower
stellar mass than previously found in works based on SDSS data.
We found that the mass-metallicity relation does not evolve sig-
nificantly, by less than 0.05 dex, from z = 0.07 to z = 0.34 in
the stellar mass range for which the samples are representative
(log M∗ ∼ 10.75).

We investigated how selection criteria could distort the rep-
resentativity of the samples based on which M − Z relation are
established. Samples gathered from mr-selected surveys are sub-
ject to a color bias at stellar mass below their limit of represen-
tativity. Above this limit, the mr cut preferentially selects bluer
galaxies. In the same way, redder and more metal-rich galaxies
are excluded from the samples at low stellar mass. Failing to
take the limits of representativity into account leads to a steeper
and tighter M − Z relation. This color selection bias affects all
samples selected in r-band (e.g., GAMA and SDSS), even those
drawn from volume-limited samples. We highlight the impor-
tance of taking the representativity limit of the samples into con-
sideration in term of stellar mass when scaling relations at vari-
ous redshifts are compared.

The population of pure star-forming galaxies commonly
plotted in mass-metallicity relations in the literature and in this

work only represents 75% of emission-line galaxies. A signif-
icant fraction of emission-line galaxies are excluded from the
mass-metallicity relation because metallicity calibrations cannot
provide reliable estimates for these objects (e.g., AGN contam-
ination, missing lines, and high metallicities). At stellar masses
above log M∗ = 10.6, about 65% of the emission-line galaxies
are rejected from the mass-metallicity relation. If these rejected
targets belong to a population with specific metallicity proper-
ties compared to the overall population of emission-line galax-
ies at the same stellar mass, this could induce strong biases on
the shape and dispersion of the mass-metallicity relation in the
high-mass range.
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