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ABSTRACT

The calculation of the thermal stratification in the sup&aitic layers of stellar models with convective envelapeslong standing
problem of stellar astrophysics, and has a major impact edigted observational properties like radius afieaive temperature.
The Mixing Length Theory, almost universally used to modhel superadiabatic convective layers, contaifisctively one free pa-
rameter to be calibratedvm— whose value controls the resultinfjextive temperature. Here we present the first self-comgistellar
evolution models calculated by employing the atmospherigperature stratification, Rosseland opacities, andresdith variabley,
(dependent onfeective temperature and surface gravity) from a large sfiitieree-dimensional radiation hydrodynamics simulations
of stellar convective envelopes and atmospheres for sm@larscomposition (Trampedach et al. 2013). From our dat@ns (with

the same composition of the radiation hydrodynamics sitimrlg), we find that theféective temperatures of models with the hydro-
calibrated variabler, (that ranges betweenl.6 and~2.0 in the parameter space covered by the simulations)agispily minor
differences, by at most30-50 K, compared to models calculated at constant sglafequal to 1.76, as obtained from the same
simulations). The depth of the convective regions is egalnthe same in both cases. We have also analyzed the @jeglby the
hydro-calibratedr (7) relationships in determining the evolution of the modééetive temperatures, when compared to alternative
T(7) relationships often used in stellar model computatiom® dhoice of thd (1) can have a larger impact than the use of a variable
am compared to a constant solar value. We found that the satsirempirical T (7) by Vernazza et al. (1981) provides stellar model
effective temperatures that agree quite well with the resduittsthve hydro-calibrated relationships.

Key words. convection — stars: atmospheres — stars: evolution — $tar&zsprung-Russell and C-M diagrams

1. Introduction ent MLT ‘flavours'), so that practically the only free parame
ter to be calibrated ism. Stellar evolution calculations for a
The almost universally adopted method for calculating saglie fixed mass and initial chemical composition but with varying
abatic convective temperature gradients in stellar eimiuhod- am, produce evolutionary tracks withfEérentTer (and radius)
els is based on the formalism provided by the so-called Njixirevolution, whereas evolutionary timescales and lumiressére
Length Theory (MLT -t Bohm-Vitense 1958). This formalism igypically unchanged. On the other hand, the prediction ef ac
extremely simple; the gas flow is made of columns of upwardirate values off¢ (and radii) by evolutionary models and
and downward moving convective elements with a charatierisstellar isochrones is paramount, among others, to studyucol
size, the same in all dimensions, that cover a fixed mean &#e pmagnitude diagrams of resolved stellar populations, eongir
before dissolving. All convective elements have the samesph mass-radius relations of eclipsing binary systems, andiqires-
ical properties at a given distance from the star centre;angw liable integrated spectra (and colours) of unresolvedssteys-
moving elements release their excess heat into the surimgindems (extragalactic clusters and galaxies).
gas, and are replaced at their starting point by the downward |n stellar evolution calculations the value @f; is usually
moving elements, that thermalize with the surrounding enatt calibrated by reproducing the radius of the Sun at the sgjar a
thus perpetuating the cycle. The MLT is a ‘local’ theory, anglith an evolutionary solar model. This solar calibrateg is
the evaluation of all relevant physical and chemical quisti then kept fixed in all evolutionary calculations of stars &f d
are based on the local properties of each specific steller,layferent masses and chemical compositions. The exact numeri-
regardless of the extension of the whole convective region.  cal value ofam varies amongst calculations byfidirent au-

Both the mean free path and the characteristic size of tH¥rs because variations of input physics and choices of the
convective elements are assumed to be same for all coneecgiiter boundary conditionsfact the predicted model radii and
bubbles, and are assigned the same value amH,, the so- Ter valu_es, hence_requwefmrentam values to match the Sun.
called ‘mixing length’). Herayy is a free parameter (assumediegarding the various MLT flavours, Pedersen et al. (1990) an
to be a constant value within the convective regions andyadin 'Salaris & Cassisi (2008) have shown how they provide the same
evolutionary phases), arid,, is the local pressure scale heightTer evolution, oncery is appropriately recalibrated on the Sun.
There are additional free parameters in the MLT, that aregen  As discussed by, e.g.. Vandenbergetel. (1996) and
ally fixed a priori (versions of the MLT with dierent choices |Salaris et al.[(2002) metal poor red giant branch (RGB) mod-
of these additional parameters will be denoted here fisrdi els calculated with the solar calibrated valueogf (hereafter
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am.e) are able to reproduce thkyg of samples of RGB stars afewTes Values at constant logf=4.30 for each Z, plus a subset
in Galactic globular clusters, within the error bars on tise eof models at varying He mass fraction for@.001 and Z0.02.
timated Te¢. On the other hand, several authors find that var-hese authors studied the properties of convection witly-var
ations of a with respect toame are necessary to repro-ing Teq and chemical composition in these solar-like envelopes.
duce —just to give some examples— the red edge of the RG&8nner et al.|(2014) extracted metallicity-dependeft) rela-

in a sample of 38 nearby Galactic disc stars with radii déions from these same simulations, and employed them te high
termined from interferometry (Piau et al. 2011), the astei® light the critical role these relations play when calibngtivm,
mically constrained radii of a sample of main sequence (M8Jith stellar evolution models.

Keplertargets|(Mathur et al. 2012), observations of binary MS [Magic et al. (2013) have published a very large grid of 3D
stars in the Hyades (Yildiz etial. 2006) and th€€en system RHD simulations for a range of chemical compositions. Their
(Y1ldiz 12007), a low-mass pre-MS eclipsing binary in Oriomyrid covers a range of¢; from 4000 to 7000 K in steps of
(Stassun et al. 2004). 500 K, a range of logf) from 1.5 to 5.0 in steps of 0.5 dex,

The MLT formalism provides only a very simplified de-and metallicity, [FgH], from —4.0 to+0.5 in steps of 0.5 and 1.0
scription of convection, and there have been several ateemgex. These models have been employed by Magic et al. (2015) to
to introduce non-locality in the MLT (see, e.g., Grossmaalet calibratean, as function ofg, Tes and [F¢H]. They found that
1993; Deng et al. 2006, and references therein). Theseérefing depends in a complex way on these three parameters, but
ments’ of the MLT are often complex and introduce addin generalem decreases towards highdfertive temperature,
tional free parameters to be calibrated. The alternativéahioy lower surface gravity and higher metallicity. So ffar Magi@k:
Canuto & Mazzitelli (1991) and Canuto & Mazzitelli (1992)in (2015) have provided only fitting formulae fof, but not pub-
cludes a spectrum of eddy sizes (rather than the one-sized dily available prescriptions for the boundary conditiamsl in-
vective cells of the MLT) and fixes the scale length of the @mav put physics.
tive motions to the distance to the closest convective baond Very recentlyl Trampedach etlal. (2013) produced a non-
Recently Pasetto etlal. (2014) have presented a new noh-latuare grid of convective atmosphemvelope 3D RHD sim-
and time-dependent model based on the solution of the Navielations for the solar chemical composition. The grid spans
Stokes equations for an incompressible perfect fluid, tbhasd T range from 4200 to 6900 K for MS stars around lggéd.5,
not contain any free parameier and from 4300 to 5000 K for red giants with lag€2.2, the

An alternative approach to model the superadiabatic laydesvest surface gravity available. In_Trampedach etlal. 4201
of convective envelopes is based on the computation of retile horizontal and temporal averages of the 3D simulatigrew
istic multidimensional radiation hydrodynamics (RHD) sim then matched to 1D hydrostatic equilibrium, sphericallynsy
lations of atmospheres and convective envelopes —where coretric envelope models to calibratg, as function ofg and
vection emerges from first principles— that cover the ranige et (Seel Trampedach etlal. 2014b, for details about the cali-
effective temperaturesT{s), surface gravitiesg), and compo- bration procedure). Moreover, the same RHD simulationg hav
sitions typical of stars with surface convection. Theseusimbeen employed by Trampedach etlal. (2014a) to calcglaad
lations have reached nowadays a high level of sophistitatibes-dependent (r) relations from temporal and (Rosseland
(see, e.g.,_Nordlund etlal. 2009) and for ease of implementgtical depth) averaged temperatures of the atmospheric la
tion in stellar evolution codes, their results can be usegrte ers/ Trampedach etlal. (2014b) also provide routines tatzite
vide an ‘dfective’hydro-calibration ofyy,, even though RHD their g- andTes-dependent RHD-calibrateel, together with
simulations do not confirm the basic MLT picture of columntheir computedr () relations, and Rosseland opacities consis-
of convective cells. After early attempts from rather crate- tent with the opacities used in the RHD simulations. This en-
dimensional (2D) and three-dimensional (3D) simulatisee( ables stellar evolution calculations where boundary diors,
e.g.,Deupree & Varner 1980; Lydon etlal. 1992), a first compreuperadiabatic temperature gradient and opacities of aghe c
hensive RHD calibration aofy, was presented by Ludwig etlal.vective envelope are consistent with the RHD simulationis. |
(1999) and Freytag et al. (1999). These authors found frein thparticularly important to use both the RHD-calibrated and
simulations that the calibrateg, varies as a function of metal- T(r) relations, because thgg of the stellar evolution calcula-
licity, g andTe.|[Freytag & Salaris (1999) applied this RHD caltions depends on both these inputs (see li.e., Salaris2Q@i;
ibration of am (plus T(7) relations computed from the sameTanner et al. 2014, and references therein).

RHD models, and Rosseland opacities consistent with the RHD Thanks to this consistency between RHD simulations and
calculations) to metal poor stellar evolution models fota@tc publicly available stellar model inputs, we present and dis
globular cluster stars, and found that the resulting ismobs for cuss in this paper the first stellar evolution calculatiorrere

the relevant age range have only sniaf} differences along the [Trampedach et all (2014b) 3D RHD-calibrationaf, is self-
RGB (of the order 0f~50 K) with respect to isochrones com-consistently included in the evolutionary code. In the samin
puted with a solar calibrated value @&f,. as|Freytag & Salaris (1999), we focus on tHEeet of the cali-

In the last years a number of grids of 3D hydrodynamics sirbrated variablery on the modelle;, compared to the case of
ulations of surface convection have been published, amdfihe calculations with fixedrm o (as determined from the same RHD
point of view of stellar model calculations it is very impant to  simulations). Self consistency of opacity and boundarydecon
study whether the results by Frevtag & Salaris (1999) are cdions is paramount to assess correctlffetential éfects, given
firmed or drastically changed. that the response of models to variationagf depends on their

Tanner et dl.[(2013b) and Tanner et al. (2013a) have prles, thatin turn depends on the absolute valueaf opacities
sented a grid of simulations employing in the optically tliiy- and boundary conditions. We also address the role playeleby t
ers a 3D Eddington solver (Tanner etlal. 2012). Their caiculRHD calibratedT (7) relations in the determination of the model
tions cover four metallicities (from=Z0.001 to Z0.04), but just Ter When compared to other widely used relations.

Section 2 describes briefly the relevant input physics of the
I This model has not been implemented yet in any stellar geolut models, while Sect. 3 presents and compares the resultog ev
computations. lutionary tracks. A summary and discussion close the paper.
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2. Input physics used in the BaST]I calculations (see Pietrinferni et al. 2004
check whether this can cause majoffeliences in the models,

All stellar evolution calculations presented here havenheer- | 't -ve calculated envelope models for the sarfigigpairs of

formed with the BaSTI (a BAg of Stellar Tracks and Isochrgneg, rpp simulations, including the RHD-calibrategy, T ()

code [(Pietrinferni et al. 2004), for a chemical compositidth relations. and RHD opaciti

o S . . \ pacities. We have then compared the re-
¥=0.245,7=0.018 %nﬂ th‘uhGre.velsse & NC'.G.IS (1?9h3) getal r.m)gulting depths of the convection zonek 4, in units of stellar
ture, consistent with the chemical composition of the RHILsI radius) with what obtained by Trampedach etlal. (2014b) from
lations. Atomic difusion was S‘N.'tChedfﬁ'.n these caIcuIan_ns, their RHD-calibrated 1D envelope models, that used the same
and cor:vs_ctlyefcorg 0v'e|r52hc%(21tlr]1‘g v(\;as |.r|1cluded when approqlr]put physics (including EOS) of the RHD calculations (see
ate (see Pietrinferni et al. , for details). Table 1 of_ Trampedach etlal. 2014b). We found random (non

We employed the Rosseland opacities provided : ; a0
Trampedach et all (2014b). The low temperature opacit@s ( O?t;r:]naonecga(fﬁreetT;Te(szgfljzf))br)/egliltrgost Just 2-3% compared

log(T)<4.5) are very close to_Ferguson et al. (2005) with the
exception of the region with 10@()<3.5, where _Ferguson etlal.
(2005) calculations are higher because of the inclusion 8f Model comparisons
the dfect of water molecules (see Trampedach et al. 20143q)
Opacity Project [(Badnell et al. 2005) calculations are us
for log(T)>4.5. As for the surface boundary conditions, w
employed theT(r) relations computed by Trampedach et al
(20144a), who provided a routine that calculates, for a gign
and surface gravity, the appropriate generalized Hopftfans
q(t), related to thé (1) relation by

5 mentioned in the introduction, the RHD simulations coaer
on-square region in the B diagram, as displayed in Figl 1
the region enclosed by thick solid lines), ranging from @28

6900 K on the MS, and from 4300 to 5000 K for RGB stars with

log(g)=2.2. The MLT calibration results in a@y, varying from

1.6 for the warmest dwarfs, with a thin convective envelaje,

to 2.05 for the coolest dwarfs in the grid. In between thera is

4(T(E\ triangular plateau ofy, ~1.76, where the Sun is located. The
(1) = = (_) - (1) RHD simulation for the Sun provideg, ~1.76:0.03. The top
3\ Ter panel of Fig[d displays the results of our evolutionary mode
calculations in the gr¢¢ diagram (from the pre-MS to the lower

In our calcul_ations we fixed 1@, =2/3 the tran_sition_ from RGB), for masses M0.75, 1.0, 1.4, 2.0 and 3.QMespectively
the T(r) integration of the atmospheric layers (withas inde- that cover the full domain of the RHD simulations.

pendent variable) to the integration of the full system eflat The thick solid lines denote the reference set of models, cal

structure equations. As mentioned by Trampedach et al4€901 . ,1ated with the varying. calibration, and the run af. along

and Lrampedach etlal. (2014b), these RHD_—bé’s(eid relqtions each individual track is displayed in the lower panel. Theetb

F%}art of each sequence in this panel denotesathevalues ex-

cally thick part of the envelope, together with modified er trapolated by the calibration routine, when the models arte o

sions for the temperature gradients in the superadialefions, ;e the region covered by the simulations but still retaioma-
and an appropriate rescaling o{see_Trampedach etial. 2014ayo (e region. This happens along the pre-MS evolutiorhef t

for details). In our calculations we have compared the tagia \,_q 85M, track, and for the 2.0 and 3.0Mcalculations alon
. . X ; ! =0. , . . g
(Vrad) and superadiabati&(-obtained with the RHD calibrated ,, subgiant phase. Apart from the pre-MS stages of the two

values ofum)) temperature gradients determined along the upp (vest mass models, the evolutionaf, spans a narrow range
part of the convective envelopes from the standard stelacs ¢ \,a1es betweer1.6 and~1.8.

ture equations and MLT (down te=100, the upper limit for the To study the significance of the variation ofy for the

routine calculating the Hopf functions), witi,q andV calcu- :
lated according to Egs.35 and 36lof Trampedachlet al. (1201A‘%l)ggsegeﬁ{h\?/setiﬁgiggg;ﬁfiﬂ:‘vojﬁ% i%%oﬁgs{,vfﬁgfg Z\?g_m ©
respectively. We have found that in all our models thiedi | o T'he results are also displ’gyed in . 1.
ences between these two sets of gradients are much les%than f A comparison of the two sets of tracks clearly shows that the
betweerry andr = 100. . effect of a varyingem is almost negligible. The largestftir-
We have calculated also test models by changinde- o ceq are of only30 K along the RGB phase of the 3.QMack
(solara tracks being hotter because of a highgyf value com-

tween 23 and 5 (with the appropriate rescalingoff convec-
tion appears in the atmosphere integration, see Tramped@th 564 to the calibration) ane50 K at the bottom of the Hayashi
track of the 1.0M track (solarany, tracks being cooler, because

2014a), and obtained identical evolutionary tracks in eade.
Regarding the value afm, the same routine for the HOpf ot 5 |qwerq,,). In all other cases dierences are smaller, and
often equal to almost zero.

functions provides also the RHD calibrated valuergf (for the
For all stellar masses we found that the mass fraction of He

Bohm-Vitense 1958, flavour of the MLT) for a givéis and sur-
face gravity, that we employed in our calculations. Undettes 3
; e edged to the surface by the first dredge up —that depends on
'_P tt?le clzallfb_lr_atedymdvallrj]es ‘T":ez‘g{%i order &f0.02-0.03 (s€€ {he maximum depth of the convective envelope at the beginnin

able 1 ot Trampedach et/al. 2014D) . of the RGB phase- is the same within 0.001, between constant

The only diference in terms of input physics between thg = “on4 variabler, models. We have then compared the Iu-

atmos_pher,tenvelope RHD calculauons and our models is thr‘?]iﬁosity of the RGB bump —that also depends on the maximum
equation of state (I?PS)' The RHD Elmglatlonshemployed & pth of the convective envelope at the first dredge up (sge, e
MHD (Daeppen etal. 1988) EOS, that is not the same EGQ<qjsi g Salaris 1997, 2013, and references therein)-hfer t

2 We did not include any turbulent pressure in the convectiwee 0.75 and 1.0M models. We_ found that the '“’T"”OS“Y IS un-
lope, as ther,,, RHD calibration was performed in a way that works fochanged between models with constant and variagleThis re-
standard stellar evolution models without this extra dbation to the ~ flect the fact that the depth of the convective envelope isainee
pressure (R. Trampedach private communication, see atictSmm between the two sets of models throughout the MS phase to the
Trampedach et dl. 2014b) RGB, until the end of the calculations. Smaltfdrences appear
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Fig. 1. Stellar evolution tracks in the §as¢ diagram for the la- Fig.2. Comparison of the ratid/Tes as a function of the op-
belled masses. The region enclosed by the thick black boutidal depthr as predicted by dlierentT(z) relationships. The
ary is the gT¢ range covered by the RHD simulations. Thickhick solid and dotted lines display the RHD-calibrate@tiein-
solid lines denote fully consistent calculations with thellR ships forTe=4500 K and 6000 K (log()=3.5 in both cases),
calibrated variables, and T (7) relationships. The lower panelrespectively. The thin solid, dash-dotted and dashed Bhess
displays the evolution af, along each track. The dotted porthe ratios obtained from the Eddington, KS and VAL(7) rela-
tion of each sequence denotes the region wherejtheralues tionships, respectively.

are extrapolated. Dashed lines in the upper panel dispdakdr

calculated with a constamt,=am o and the calibrated (7) re-

lationships. . . . .
P layers the RHD relationships are in between the Eddingtewn gr

and VAL.T(r). The most discrepant relationship is the KS one.

only during the pre-MS. To this purpose, for the 19Models _ Figure[3 displays the results of evolutionary calculations
we have additionally checked the surface Li abundance thrat $Vith this set ofT(7) relationships. We compare here the refer-
vives the pre-MS depletion. This provides information atibe  €Nnce set of models for 1.0 and 1.4Mnd varyingrm, with con-
evolution of the lower boundary of the convective envelope d Stantem o models calculated using the Eddington, KS and VAL

ing this phase, where according to Figjak, shows the largest T(7) relationships (we set,=2/3 also for these calculations).

difference fromym o. We found that models with constamt o Differences between these new sets of models at constant
display after the pre-MS a Li abundance just 9% higher than thm.o and the reference calculations are larger than the case of
reference results. Fig.[d because of the flierences with the RHO () relation-

We have then analyzed the role played by Tie) relation- ships. On the whole, the VALT(7) (coupled to the RHD cali-
ships computed from the RHD calculations in determining tH¥atedem o) gives the closest match to the self-consistent refer-
modelTe; (the role played by the boundary conditions in detence calculations. The largestidrences appear for the 1.6M
mining theTey of stellar models is especially crucial for very-along the pre-MS; models calculated with the \§xkelation are
low-mass stars, see ile. Allard etlal. 1997; Brocatolét 81819 ~50 K cooler, approximately the same as the case.@f and
Figurel2 displays the ratio/Te; as a function ot as predicted the RHD Tf). For the same 1.0Mtrack theTe differences
by the calibrated relationships for atmosphgzegelopes with along the RGB are at most equal to 10 K, and at ma# K
Ter=4500 K and 6000 K (logf)=3.5). The RHD calibrate@(r) along the MS. Diferences for the 1.4Mtrack are smaller.
relationships contain values for the Hopf function thatmaith As for the Eddington T), the resulting tracks are gener-
7 and Te (also with g, to a lesser degree). The variation withlly hotter than the self-consistent RHD-based calcutatid he
Ter iS obvious from the figure. For these two temperatures thrgest diferences amount t940-50 K along MS and RGB of
largest diferences appear at the layers withetween~0.1 and the two tracks. Comparisons with Figl. 1 show that, from the
~ -1, where stellar model calculations usually fix the transpoint of view of the resulting modeles, the EddingtonT (7)
tion from the atmosphere to the interior. The same Figirs@ adiffers more —albeit by not much— than the \Adne from the
displays the results for the traditional Eddington appmation RHD-calibrated relations.
to the grey atmosphere, and the solar semi-empifi¢a) rela- The worse agreement is found with the KSr)[(For both
tionships by Krishna-Swamy (KS|— Krishna Swamy 1966) antasses the RGB is systematically coole~#0 K, and the pre-
Vernazza et al/ (1981) —their Model C for the quiet sun, her#S by ~80-100 K, whilst the MS of the 1.0Mcalculations is
inafter VAL:T(7). In these latter cases the ratigTly does not cooler by~120 K, a diference reduced te50 K along the MS
depend oM. It is easy to notice that around the photospherif the 1.4M, track.
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the depth of the convective envelope and the surface He mass
T fraction. It is also well established that solar models with
microscopic difusion cannot properly account for some helio-
seismic constraints, hence solar models are routinelylzatd
by including microscopic diusion of He and metals (see, e.qg.,
Pietrinferni et al. 2004, for a discussion and references).

We have first calculated a standard solar model (with the
same input physics and solar metal distribution of the daicu
tions discussed above) employing both the varialleand the
T(7) relations from the RHD results. Given that microscopie dif
fusion decreases with time the surface chemical abundarices
the model, the initial solaz (andY) need to be higher than the
present one. This means that we had to employ the RHD results
also for chemical compositions not exactly the same as the co
position of the RHD simulations.

We found that it is necessary to rescale the R cali-
bration by a factor of just 1.034 to reproduce the solar mdiu
This impliesam c=1.82, extremely close, within the error, to
the RHD valueyy »=1.76:0.01(range}0.03(calibration uncer-
tainty) obtained byl (Trampedach etial. 2014b). Given our pre
L vious results, it is also obvious that a solar model calibrat

with fixed am and the RHD T%) relations provides the same
amio=1.82.
Solar calibrations with the KS, VALand Eddington T)
Fig.3. As the upper panel of Fi§l 1 but for evolutionary trackselations have provide@n»=2.11, 1.90 and 1.69, respectively.
with masses equal to 1.0 and 1.4Mespectively. Thick solid In all these calibrated solar models the initial solar He snas
lines denote fully consistent calculations with the RHDi-calfraction (Yinio ~ 0.274) and metallicity inio ~ 0.0199) are
brated variabler,, andT () relationships. Dotted, dash-dottedessentially the same, as expected. Also, the model present H
and dashed lines display tracks calculated with constant mass fraction in the envelop¥{ = 0.244) and the depth of the
and the Eddington, KS and VALT(7), respectively. convection zonedgz = 0.286R;) are the same for all calibra-
tions and in agreement with the helioseismic values (see, e.
Dziembowski et al. 1995%; Basu & Antia 1997).

In case of the 1.0M models we checked again the luminos-  If we takeam o obtained with the RHD () as a reference,
ity level of the RGB bump, the surface He mass fraction after tthe lower value obtained with the Eddingtorr},(and the larger
first dredge up and the amount of surface Li after the pre-MS delues obtained with both the VAland KS relations (in increas-
pletion. For all these thre€(r) relations the evolutionary mod- ing order) are fully consistent with the results of Hig. 3ttt
els display a RGB bump luminosity withifa(L /L) <0.01, and figure VAL; and KS T¢) MS models are increasingly hotter than
a post-dredge up He abundance within 0.001 of the fully ®ansthe reference RHD calculations (hence increasingly langgr
tent result. In all these calculations the convective espelhas values are required to match the reference MS) whereas éhe us
the same depth throughout the MS phase and along the R@GBthe Eddington T£) produces models cooler than the reference
Differences along the pre-MS are highlighted by the amountMfS (hence lowek, value are needed to match the reference
Li depletion during this phase. We found that models cateala MS).
with the EddingtorT (r) have 9% less Li after the pre-MS, com-
pared to the reference calculations. Comparing this numutter . .
just the éfect of a constanty ¢ discussed above, we derive thafl' Summary and discussion
the use of thi§ () decreases the surface Li abundance 9% \We have presented the first self-consistent stellar evolu-
compared to the use of the Hopf functions determined from tfign calculations that employ the variabte, and T(r) by
RHD simulations. In case of the VALT(7), the net &ectis to [Trampedach et al. (2014b), based on their 3D RHD simulations
increase the surface Li after the pre-MS-$£30% compared to QOur set of evolutionary tracks forfiierent masses and the same
the RHD T¢), and also the KS relation causes a similar increagBemical composition (plus consistent Rosseland opa}itiée
by ~11%. the RHD simulations, cover approximately the entirg4g-pa-
rameter space of the 3D atmospherwelope calculations.

We found that, from the point of view of the predict&gy
(plus the depth of the convective envelopes and amount ef pre
We close our analysis by discussing the implications of tHOR MS Li depletion), models calculated with constant RHD cali-
results and the choice of thet)(relation, on the calibration of bratedem = 1.76 are very close to, and often indistinguish-
the standard solar model. As well known, in stellar evoluiio able from, the models with variablg,. Maximum diferences
is customary to fix the value afy o (and the initial solar He are at most30-50 K. This result is similar to the conclusions by
and metal mass fractions) by calculating gl stellar model [Freytag & Salarls (1999), based on 2D RHD simulations at low
that matches the solar bolometric luminosity and radiudhiat tmetallicities.
age of the Sun, with the additional constraint of reprodgcin At first sight this may appear surprising, given that the full
the present metal to hydrogen mass fracgX ratio (see, e.g., range ofam spanned by the RHD calibration is betweeh.6
Pietrinferni et al. 2004, for details). The accuracy of tieeieed and~2.0. However, one has to take into account the following
solar model can then be tested against helioseismic esnoét points:

2.5

3.0

4.0

4.5

log(g)
w
[9)]
T T I T T T T I T T T T I T T T T I T T T T I T T

3.1. The standard solar model
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1. The derivativeATe;/Aam for stellar evolution models de-
pends on the absolute valueaf;, and decreases whem,
increases).

2. The variation ofAT¢s for a givenAa, depends also on the
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261
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Deupree, R. G. & Varner, T. M. 1980, ApJ, 237, 558

Dziembowski, W. A., Goode, P. R., Pamyatnykh, A. A., & Sienkicz, R. 1995,

mass extension of the convective and superadiabatic region apJ, 445, 509

It is therefore clear that the decreasengf with increasing

Ter cannot have a majorfiect because of the thin convective

(and superadiabatic) layers of models crossing this regfitime
g-Ter diagram. The large variationsyy, ~0.2 (see lower panel
of Fig.[) along the lower Hayashi track of the 1.9vhodel

is also not very significant~650 K) because of the decreasef

extension of the surface convection and the reduceg /Aam
at highera.

Ferguson, J. W., Alexander, D. R., Allard, F., et al. 2005) /23, 585
Freytag, B., Ludwig, H.-G., & Stéen, M. 1999, in Astronomical Society
of the Pacific Conference Series, Vol. 173, Stellar Strectdiheory and
Test of Connective Energy Transport, ed. A. Gimenez, E. Rin&@u &
B. Montesinos, 225
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Grevesse, N. & Noels, A. 1993, Physica Scripta Volume T, 83, 1
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Lydon, T. J., Fox, P. A., & Sofia, S. 1992, ApJ, 397, 701

It is however very important to remark here that the detailedhgic, ., Collet, R., Asplund, M., et al. 2013, A&A, 557, A26

structure of the superadiabatic convective regions is uitdlsly
reproduced either bym ¢ or by a variablery, and that the full

Magic, Z., Weiss, A., & Asplund, M. 2015, A&A, 573, A89
Mathur, S., Metcalfe, T. S., Woitaszek, M., et al. 2012, Ap®, 152
Nordlund, A., Stein, R. F., & Asplund, M. 2009, Living Reviewn Solar

results from RHD models need to be employed whenever a deppysics, 6. 2

tailed description of the properties of these layers is aded

To some degree the role played by the RHEX) is more
significant. Constantm o = 1.76 stellar evolution models be-
come systematically cooler by up t0100 K along the MS,
pre-MS and RGB when the widely used KS7) relation is

Pasetto, S., Chiosi, C., Cropper, M., & Grebel, E. K. 2014,RRE, 445, 3592
Pedersen, B. B., Vandenberg, D. A., & Irwin, A. W. 1990, Ap323279
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used, compared to the self consistent RHD-calibrated lzalcustassun, K. G., Mathieu, R. D., Vaz, L. P. R,, Stroud, N., & &/rF. J. 2004,

tions. Evolutionary tracks obtained employing the Eddimgt

and VAL, T(7) relationships are much less discrepant, and st%%

ApJS, 151, 357
ner, J. D., Basu, S., & Demarque, P. 2012, ApJ, 759, 120
ner, J. D., Basu, S., & Demarque, P. 2013a, ApJ, 778, 117

within ~50 K of the self-consistent calculations. Even from th€anner, 3. D.. Basu, S., & Demarque, P. 2013b, Apd, 767, 78

point of view of pre-MS Li depletion the VALT (1) causes only
minor differences, of the order of 10%. A similarfidirence is
found with the KS relation, whilst a largeffect of ~20% is
found with the Eddington ).

Tanner, J. D., Basu, S., & Demarque, P. 2014, ApJ, 785, L13

Trampedach, R., Asplund, M., Collet, R., Nordlund, A., & iBteR. F. 2013,
ApJ, 769, 18

Trampedach, R., Stein, R. F., Christensen-Dalsgaard, drdldnd, A., &
Asplund, M. 2014a, MNRAS, 442, 805

An extension of Trampedach et al. (2013) simulations to diframpedach, R., Stein, R. F., Christensen-Dalsgaard, drdldnd, A., &

ferent metallicities is necessary to extend this study astithe
significance of thery, variability (and Hopf functions) over a
larger parameter space. The 3D RHD simulations by Magicl et

Asplund, M. 2014b, MNRAS, 445, 4366
Vandenberg, D. A., Bolte, M., & Stetson, P. B. 1996, ARA&A, 361
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(2013) and thexm calibration by Magic et al. (2015) cover ayqiz, M., Yakut, K., Bakis, H., & Noels, A. 2006, MNRAS, 861941

large metallicity range, and predict an increasexgf with de-

creasing metal content, but at the moment it is not possible t

properly include this calibration in stellar evolution calations,

for the lack of availabld () relations and input physics consis-

tent with the RHD simulations. At solar metallicity the geale
behaviour ofyy, with g andTes seems to be qualitatively simi-
lar tolTrampedach et al. (2014b) calibration. However, grge
of am is shifted to higher values compared to Trampedach/et

(2014b) results, due probably tofidirent input physics and the

different adopted solar chemical composition.

al.

Acknowledgements. We are grateful to R. Trampedach for clarifications about

his results, and for making available the routine to cateuRosseland opacities.
We also thank J. Christensen-Dalsgaard for interestingudgons on this topic,
and the anonymous referee for comments that have improegatésentation of
our results. SC warmly acknowledges financial support fréRiNPINAF2014
(PI: S. Cassisi)

References

Allard, F., Hauschildt, P. H., Alexander, D. R., & Starrfiel. 1997, ARA&A,
35,137

Badnell, N. R., Bautista, M. A., Butler, K., et al. 2005, MNBA360, 458

Basu, S. & Antia, H. M. 1997, MNRAS, 287, 189

Bohm-Vitense, E. 1958, ZAp, 46, 108

Brocato, E., Cassisi, S., & Castellani, V. 1998, MNRAS, 2BEL

Canuto, V. M. & Mazzitelli, I. 1991, ApJ, 370, 295

Canuto, V. M. & Mazzitelli, . 1992, ApJ, 389, 724

Cassisi, S. & Salaris, M. 1997, MNRAS, 285, 593

Cassisi, S. & Salaris, M. 2013, Old Stellar Populations: HoWtudy the Fossil
Record of Galaxy Formation



	1 Introduction
	2 Input physics
	3 Model comparisons
	3.1 The standard solar model

	4 Summary and discussion

