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ABSTRACT

We present proper motion (PM) measurements for a sample of 23 massive star clusters within the Large Magellanic Cloud using multi-
epoch data from the Hubble Space Telescope (HST). We combined archival data from the ACS/WFC and WFC3/UVIS instruments
with observations from a dedicated HST programme, resulting in time baselines between 4.7 and 18.2 yr available for PM determi-
nations. For bright well-measured stars, we achieved nominal PM precisions of 55 µas yr−1 down to 11 µas yr−1. To demonstrate the
potential and limitations of our PM data set, we analysed the cluster NGC 1850 and showcase a selection of different science applica-
tions. The precision of the PM measurements allows us to disentangle the kinematics of the various stellar populations that are present
in the HST field. The cluster has a centre-of-mass motion that is different from the surrounding old field stars and also differs from the
mean motion of a close-by group of very young stars. We determined the velocity dispersion of field stars to be 0.128±0.003 mas yr−1

(corresponding to 30.3±0.7 km s−1). The velocity dispersion of the cluster inferred from the PM data set most probably overestimates
the true value, suggesting that the precision of the measurements at this stage is not sufficient for a reliable analysis of the internal
kinematics of extra-galactic star clusters. Finally, we exploit the PM-cleaned catalogue of likely cluster members to determine any
radial segregation between fast and slowly-rotating stars, finding that the former are more centrally concentrated. With this paper, we
also release the astro-photometric catalogues for each cluster.

Key words. techniques: photometric – proper motions – Hertzsprung–Russell and C-M diagrams – stars: kinematics and dynamics –
Magellanic Clouds – galaxies: star clusters: general

1. Introduction

Within the last years, stellar proper motion (PM) measurements
have become a powerful tool in modern astrophysics. Of special
interest are globular clusters (GCs), since their internal kinemat-
ics as well as their dynamics within their host galaxy provide
a treasure chest for studies in the fields of star cluster forma-
tion and galaxy evolution. The availability of precise PMs over
the entire sky provided by the Gaia mission (Gaia Collaboration

? Based on proprietary and archival observations with the
NASA/ESA Hubble Space Telescope, obtained at the Space Telescope
Science Institute, which is operated by AURA, Inc., under NASA con-
tract NAS 5-26555.
?? Corresponding author; fniederhofer@aip.de

2016) has given this topic an enormous boost. Combining the
on-sky motions of the clusters with spectroscopic line-of-sight
velocities and distance information has allowed to trace the
orbits of GCs within our Galaxy (e.g. Gaia Collaboration 2018a;
Baumgardt et al. 2019). Based on the kinematics, paired with
information about the ages and chemical compositions of the
clusters, it has been shown that the GCs are grouped in different
sub-populations, which enabled to portray the assembly history
of our Galaxy (e.g., Massari et al. 2019; Kruijssen et al. 2020).

The internal dynamics of GCs contain vital informa-
tion for the understanding of the formation and evolution
of these objects. PM measurements from the Gaia mission,
as well as from the Hubble Space Telescope (HST) thereby
have proven to be a key ingredient in this respect. Using
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multi-epoch HST data sets, Bellini et al. (2014) and, more
recently Libralato et al. (2022), compiled comprehensive cata-
logues of high-precision internal PMs for a sample of 22 and
56 Galactic GCs, respectively. The wealth of astrometric data
from Gaia and HST has been used for investigations of a vari-
ety of kinematic properties, including on-sky rotation of GCs
(e.g. Anderson & King 2003; Massari et al. 2013; Bellini et al.
2017a), internal velocity dispersion profiles (e.g. Watkins et al.
2015a,b; Libralato et al. 2018a; Raso et al. 2020; Häberle et al.
2021; Vasiliev & Baumgardt 2021) and velocity anisotropy pro-
files (e.g. Libralato et al. 2022).

An inherent property of GCs is the presence of multiple
stellar populations in the form of star-to-star abundance varia-
tions in light elements (see Bastian & Lardo 2018; Gratton et al.
2019) and sometimes even in He (see, e.g. Bedin et al.
2004; Piotto et al. 2007) and Fe (see, e.g. Marino et al. 2009;
Yong et al. 2014). These variations are discrete, resulting in dis-
tinct sequences in colour-magnitude diagrams (CMDs) based on
appropriate filters. Despite large effort in explaining this phe-
nomenon, its origin is still a mystery. Investigations of the inter-
nal kinematics of the different populations have the potential to
shed light on the origin of multiple populations and, in turn,
further our knowledge of the formation and evolution of GCs.
A number of studies have been dedicated to this topic (e.g.
Bellini et al. 2015, 2018; Milone et al. 2018a; Libralato et al.
2019, 2023a) drawing the consistent picture that the stars of the
enriched, or second population, become radially anisotropic in
the outer regions of the clusters. This kinematic signature sug-
gests that the second population stars were initially more cen-
trally concentrated than first population stars.

Stellar PM measurements also had a significant impact on
our understanding of our two neighbouring galaxies, the Large
and Small Magellanic Clouds (LMC and SMC). Both galaxies
are currently interacting with each other and with the Milky Way.
The SMC is thereby in the early phases of a minor-merger event
with the LMC. Using multi-epoch HST data, Kallivayalil et al.
(2006a,b, 2013) measured for the first time the motion of the
Magellanic Clouds in the plane of the sky, showing that they
move considerably faster than expected. This fast motion implies
that both galaxies have not been long-term companions of the
Milky Way, but rather are on their first or second passage around
our Galaxy (e.g. Patel et al. 2017; Vasiliev 2024). The inter-
nal PM fields of the galaxies are characterised by signs of
their past mutual interactions (see, e.g. Zivick et al. 2018, 2019;
Niederhofer et al. 2018, 2021; Schmidt et al. 2020; Choi et al.
2022).

The LMC and SMC also harbour a rich population of mas-
sive star clusters spanning the full cosmic age range. Study-
ing their kinematics will provide us with valuable insights into
the formation history of the Magellanic Clouds as well as the
formation of their system of star clusters. However, investiga-
tions of the dynamics of star clusters in the Magellanic Clouds
using PMs are still in their infancy. Such studies have mostly
been hampered by the PM precision required to discriminate the
motion of cluster stars from field stars (typically <0.1 mas yr−1

at the distance of the LMC) and the small angular extent of
the clusters and the associated high stellar density (owing to
the large distances to the objects). In a first approach to investi-
gate the kinematic structure of the old star-cluster system of the
LMC, Piatti et al. (2019) analysed literature line-of-sight veloc-
ities and PM measurements from the second data release (DR2)
from Gaia (Gaia Collaboration 2018b). They found two dis-
tinct kinematic groups with different spatial distributions, at odds
with what has been found using solely line-of-sight velocities
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Fig. 1. Spatial distribution of the 23 LMC star clusters in our sample,
colour-coded by their age. The background grey-scale image shows a
stellar density map from Gaia DR3.

(e.g. Freeman et al. 1983; Grocholski et al. 2006; Sharma et al.
2010). Later, Bennet et al. (2022) studied the kinematics of the
LMC star-cluster population, using a combination of Gaia and
HST data to derive the bulk PMs of the clusters. They found
that the clusters follow disc-like kinematics with no evidence of
a halo population. Exploiting multi-epoch HST data sets with
long temporal baselines, Massari et al. (2021) measured stellar
PMs in a field containing the SMC star cluster NGC 419. Thanks
to the high precision of their measurements, the authors were
able to resolve the kinematics of the different stellar popula-
tions within the field (see also Sabbi et al. 2022; Milone et al.
2023b). Dresbach et al. (2022, 2023) used the astrometric data
from Massari et al. (2021) to get clean samples of cluster mem-
bers of NGC 419 to investigate various features in its CMD.
In the first-mentioned study, the authors analysed the popula-
tion of blue straggler stars in the cluster, finding that the clus-
ter is still in a dynamically young state. In the latter work, they
showed that stars across the extended main-sequence turnoff fol-
low the same radial distribution, suggesting that this feature is
caused by stars rotating at different velocities rather than a spread
in age.

Encouraged by the above studies and the scientific prospects,
we started an observational campaign using multi-epoch HST
data to measure PMs towards a sample of star clusters within the
LMC. The targeted clusters cover an age range between 40 Myr
and 13 Gyr and have distances up to 13 kpc from the centre of
the LMC (see Fig. 1 and Table 1). In this paper we present the
compilation of the PM catalogues and showcase the range of
possibilities of the PM data set by analysing the young cluster
NGC 1850.

The paper is organised as follows. In Sect. 2, we describe
the compilation of the data sets as well as the photomet-
ric and astrometric reduction. In Sect. 3, we present the
determination of the cluster centres and structural profiles.
We describe the methods to measure, correct and calibrate
the PMs in Sect. 4. In Sect. 5 we demonstrate a num-
ber of different science applications of our PM data set. In
Sect. 6, we provide a summary of the paper and offer future
prospects.
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2. Data sets and reduction

2.1. Data sets

The data from our dedicated HST programme GO-16748 (PI:
Niederhofer) add an additional epoch of HST observations for
a total of 19 massive (log(M/M�) & 4.3) star clusters in the
LMC. These clusters either had only a singe epoch of existing
data or the time baseline between multiple epochs of archival
observations was too short for PM determinations. Since our
aim is to determine precise PMs for as many stars as possible,
our programme was specifically tailored for astrometric stud-
ies. The archival data sets are usually customised to specific sci-
ence cases and have different quality requirements that mainly
focus on photometric precision and not necessarily on astrome-
try. Thus, with our observational setup we ensure to have at least
one epoch of observations that is best-suited for astrometric mea-
surements. In particular, each cluster was observed for one HST
orbit using the Ultraviolet-Visible (UVIS) channel of the Wide
Field Camera 3 (WFC3) in the F814W filter, using a sequence of
properly dithered long and short exposures. We combine these
observations with already existing archival data taken with the
Wide-Field Channel (WFC) of the Advanced Camera for Sur-
veys (ACS) and WFC3/UVIS. In addition to the 19 clusters
included in our programme, we present here PMs for four more
LMC clusters with suitable archival long time-baseline data.

We note here that not all available data sets are equally usable
for PM measurements and, as a consequence, observations taken
with specific filters and instruments are not included in our PM
determination. As discussed in Bellini et al. (2018), filters bluer
than F336W show strong chromatic effects that lead to signif-
icant colour dependencies in the distortion solution (see also
Fig. 6 of Bellini et al. 2011, and the associated discussion). Thus
observations in the F275W filter are not suited for high-precision
astrometry and we discard these images from our PM calcu-
lations. Also, exposures in narrow-band filters, such as F343N
or F656N, are not considered, given the lack of high-precision
distortion solutions and their shallow image depth. We further
exclude observations taken with the Wide-Field Planetary Cam-
era 2 (WFPC2) due to the much lower image quality compared
to ACS or WFC3. Our final assembled set of multi-epoch obser-
vations provides temporal baselines between 4.7 and 18.2 yr,
sufficiently long for precise PM measurements. A full detailed
journal of all observations used to compute the PMs for the 23
clusters presented in this study is given in Appendix B. Addi-
tionally, all the HST data used in this paper can be found in the
Mikulski Archive for Space Telescopes (MAST) under the fol-
lowing DOI: 10.17909/7d5e-s940.

The photometric reduction process closely follows the meth-
ods presented in Bellini et al. (2017b, 2018), Nardiello et al.
(2018) and Libralato et al. (2022). We provide here a brief out-
line of the main steps and direct the interested reader to the afore-
mentioned papers for a detailed description.

2.2. First-pass photometry

Our analysis is based on _flc images that contain the un-
resampled pixel data. The images are processed through the stan-
dard HST calibration pipeline and are dark- and bias-corrected
and flat-fielded. Also pixel-based imperfect charge transfer effi-
ciency (CTE) corrections have been applied to the exposures,
as described in Anderson & Ryon (2018) and Anderson et al.
(2021).

In a first step, we used the Fortran routine hst1pass
(Anderson 2022) to create an initial catalogue of bright objects.

The code performs a single run of source finding and PSF fit-
ting without neighbour subtraction on each exposure individu-
ally. To account for time-dependent variations of the PSFs that
are caused by telescope breathing effects, we perturbed the spa-
tially variable library PSFs. We started with the “PSF By Focus”
(PBF) models1 to first determine the focus level of the tele-
scope. Then we used the PSF models at the appropriate focus
level to derive spatially variable perturbations to the PSFs using
a sample of bright, unsaturated and isolated stars. The perturba-
tion models were derived on grids that range from 1× 1 to 5× 5
grid cells, depending on the number of stars available for the
fitting of the perturbations. The final PSF models that are now
tailored specifically to each exposure were then used to mea-
sure the positions and fluxes of the stars in each image. Sat-
urated stars were measured with hst1pass using the methods
described in Gilliland (2004) and Gilliland et al. (2010). Finally,
stellar positions were corrected for geometric distortion applying
the distortion solutions provided by Anderson & King (2006)
for ACS/WFC2, and Bellini & Bedin (2009) and Bellini et al.
(2011) for WFC3/UVIS. Several clusters in our sample have
observations in the WFC/UVIS filter F475W, for which no high-
precision distortion correction exists. To also incorporate these
data in our PM determinations, we derived our own distortion
solution for this filter.

2.3. Master frame

In the next step, we define a distortion-free common frame
of reference to which we relate the photometry and astrome-
try of all catalogues from the first-pass photometric run. This
frame is referred to as the master frame. We set up the mas-
ter frame such that the X and Y axes are aligned with the
west and north directions, respectively. The pixel scale is cho-
sen to be 40 mas pixel−1, close to that of WFC3/UVIS (which
is 39.77 mas pixel−1, see Bellini & Bedin 2009; Bellini et al.
2011). Stellar positions are registered to the Gaia data release
3 (DR3) astrometric reference frame (Gaia Collaboration 2023).
For this, we first shifted the positions of the Gaia sources to the
locations at the mean observation date of each HST epoch using
the PMs in the Gaia catalogue (the positions as given in the DR3
catalogue refer to epoch 2016.0). Then, we used a tangent-plane
projection to de-project the Gaia coordinates to a flat plane using
the centres of the clusters3 as the tangent point. To avoid negative
coordinates in the master frame, we further shifted the positions
of the cluster centres to pixel coordinates (10 000, 10 000).

We created master-frame catalogues individually for each fil-
ter and epoch. To do so, we first cross-identified bright, unsatu-
rated stars from our single-exposure catalogues with the Gaia
DR3 catalogue to determine initial estimates of general six
parameter transformations to the master frame. We applied these
transformations to all stars in the catalogues. Then, we improved
the transformations by averaging the master frame positions
within the longest exposures in each filter and using these posi-
tions as the new master-frame coordinates. We iterated a few
times, using only bright, well-measured and unsaturated stars
as reference objects, until the transformation residuals did not

1 https://www.stsci.edu/∼jayander/HST1PASS/LIB/PSFs/
STDPBFs/
2 We also used a look-up table of residuals to account for changes in
the original distortion solution of the ACS/WFC that occurred during
the Hubble Service Mission 4 in 2009.
3 We used the centre coordinates from the Simbad data base:
https://simbad.u-strasbg.fr/simbad/
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improve any more. To create the final first-pass catalogue for
each filter, we averaged together the master-frame positions of
the stars coming from the individual exposures. The instrumen-
tal magnitudes of the stars from the individual exposures were
first zero-pointed to the longest available exposure in that filter
before averaging them together.

2.4. Second-pass photometry

We then performed a second-pass photometric run using
the Fortran software KS2 developed by J. Anderson (see
Sabbi et al. 2016; Bellini et al. 2017b and Nardiello et al. 2018
for a detailed description of the functionality of the code). KS2
uses the products from the first-pass photometry, like the PSF
models and the transformations of each exposure to the master
frame, to simultaneously find and measure stars in all individual
exposures coming from all filters. It is also able to analyse data
coming from multiple HST instruments at once. KS2 employs
multiple iterations to find and measure stars. Starting from the
brightest sources, KS2 iteratively identifies sources, determines
their positions and fluxes and subtracts them from the images.
Within each iteration, the routine searches for fainter stars that
have not been detected in the previous iteration. With the addi-
tion of the newly found stars, also the fitting of the already found
stars is improved within each iteration, by including the pro-
files of neighbouring stars in the fit. KS2 further uses the cata-
logues resulting from the first-pass photometry to create masks
around bright and saturated stars to lower the detection of spu-
rious sources in the diffraction spikes and PSF features of these
objects.

As discussed in Bellini et al. (2018), KS2 measures sources
using three different methods. However, only in method 1, both,
stellar fluxes and positions are measured in each (neighbour-
subtracted) exposure fitting the local PSF model. Thus, this
method is best suited for astrometric studies and is used in this
work for our PM measurements.

For each cluster, we grouped together all observations that
are taken roughly within the same year and ran KS2 separately
on these different epochs, such that we ended up with one master
catalogue for each epoch. Within KS2, the user can specify the
number of finding and measuring iterations and also which set
of exposures will be used for the source finding within a given
iteration. Since observations for each cluster are composed of
very heterogeneous data sets, with a broad range of used filters
and exposures, we opted for individual iteration strategies that
are best-suited for each set of epoch and cluster.

Besides the fluxes and positions, KS2 also provides for each
source a number of different quality parameters that can be
employed to select a sub-sample of well-measured stars. There
are:

– the photometric error, defined as the root-mean-square of
measurements coming from individual exposures, RMS;

– the quality-of-fit parameter QFIT, which indicates how well a
source has been fitted by the PSF model. It relates the actual
measured pixel values to the expected values from the PSF
model. The values of QFIT are between 0 and 1, where a
value of 1 corresponds to a perfect fit;

– the shape parameter RADXS (see Bedin et al. 2008), which
is a measure of the amount of the flux of a source out-
side the PSF core compared to the expected flux from the
PSF model. Extended sources, such as galaxies and stel-
lar blends have positive values whereas sources sharper
than the PSF, like cosmics and artefacts, have negative
values;

– the isolation parameter o which reports the fraction of flux,
before neighbour subtraction, within the PSF fitting aperture,
which is due to neighbouring sources;

– the number of exposures a star is detected, Nf , and the final
number of exposures that are actually used to measure its
position and flux, Ng.

2.5. Photometric calibration

Following the procedures described in Bellini et al. (2017b) and
Nardiello et al. (2018), we calibrate the photometry for each fil-
ter and epoch to the VEGA-mag system by comparing the out-
put magnitudes from KS2 to magnitudes resulting from aperture
photometry on _drc images. For a given filter, the calibrated
magnitude mCal is calculated as:

mCal = mInst + ∆m + ZP, (1)

where mInst is the instrumental magnitude as measured by KS2,
∆m is the 2.5σ-clipped median difference between the magni-
tudes resulting from aperture photometry, mAp, and mInst, and
ZP is the photometric zero-point in the VEGA-mag system.

We performed aperture photometry on the _drc images
(which are normalised to an exposure time of 1 sec) and con-
sidered only bright, unsaturated and isolated stars (no brighter
neighbour within 20 pixels) for the calibration. We measured the
flux within an aperture of 10 pixels (0′′.4 for WFC3/UVIS and
0′′.5 for ACS/WFC) and determined the local sky level within
an annulus between 12 and 16 pixels. To correct the photom-
etry for the finite aperture, we used the corresponding encir-
cled energy fractions as given on the STScI instrument web-
pages4. For each filter and epoch, we determined the quantity
∆m by cross-matching the aperture-photometric catalogue with
the PSF-based catalogue from KS2 and calculating the 2.5σ-
clipped median differences of the magnitudes of the stars in
common. For observations taken with ACS/WFC, we obtained
the zero-points using the python implementation of the “ACS
Zeropoints Calculator”5. For WFC3/UVIS, we determined the
time-dependent zero-points following the procedure described
by Calamida et al. (2022).

3. Cluster centres and structural profiles

For the clusters in our sample we also derive the clusters’ cen-
tres and structural parameters, using the discrete maximum like-
lihood approach as described in detail in Martin et al. (2008) and
Kacharov et al. (2014)6. To describe the stellar density profile of
the clusters, we used a Plummer profile (Plummer 1911) of the
following form:

n(r) = n0

1 +
r2

r2
h

−2

+ n f , (2)

where n0 is the central number density of the cluster, rh is the
scale radius of the cluster (in this case the radius within which

4 https://www.stsci.edu/hst/instrumentation/acs/data-
analysis/aperture-corrections for ACS/WFC and https://
www.stsci.edu/hst/instrumentation/wfc3/data-analysis/
photometric-calibration/uvis-encircled-energy for WFC3/
UVIS
5 https://www.stsci.edu/hst/instrumentation/acs/data-
analysis/zeropoints
6 https://github.com/kacharov/morphology_2d
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Fig. 2. Radial surface density profile of NGC 1850 created from ellip-
tical annuli of size 1 arcsec (individual points with error bars). The red
solid line follows the best-fit Plummer profile. The vertical dashed line
indicates the location of the scale radius rh. Radial surface density pro-
file of NGC 1850 created from elliptical annuli of size 1 arcsec (indi-
vidual points with error bars). The red solid line follows the best-fit
Plummer profile. The vertical dashed line indicates the location of the
scale radius rh.

half of the cluster stars are), and n f is the field stellar den-
sity. We allow for an elliptical profile, thus the radius r is con-
sidered as an elliptical radius. For the clusters included in our
GO-16748 programme, we used the KS2 master frame cata-
logues from this epoch for the fitting. For the remaining four
clusters, we used the deep observations from programme GO-
10595 (NGC 1806 and NGC 1846), GO-15630 (NGC 1978)
and GO-16255 (NGC 1783). We note here that our final astro-
photometric catalogues are not suited for determining the struc-
tural parameters, since these catalogues only contain stars for
which PMs have been calculated and thus do not necessarily pro-
vide a homogeneous level of completeness across the total field-
of-view, even at bright magnitudes. For all clusters, we selected
all stars brighter than 1 magnitude below the main sequence turn-
off for the fitting. We simultaneously fit for six free parameters:
the centroid coordinates of the cluster (x0, y0), its scale radius
(rh), the ellipticity (ε), the position angle of the major axis (θ,
measured from north to east), and the field star density (n f ). We
explored the posterior probability space using the Markov Chain
Monte Carlo (MCMC) sampler emcee (Foreman-Mackey et al.
2013) which is a python implementation of the affine-invariant
MCMC ensemble sampler (Goodman & Weare 2010). We ran
the MCMC for 600 steps using an ensemble of 40 walkers and
adopted the mean and the standard deviations of the last 25 per
cent of the chain to be the best-fitting values of the free param-
eters and their uncertainties, respectively. As an example, Fig. 2
shows the radial surface density profile of NGC 1850 together
with the best-fit Plummer profile. We finally transformed the
pixel coordinates of the centroid to RA and Dec coordinates
using the derived WCS for each cluster (see Sect. 4.4). The
results for all clusters are presented in Table 1.

4. PM calculations

4.1. Relative PMs

We calculated relative PMs using the sophisticated method
that was first developed by Bellini et al. (2014) and then later

improved by Bellini et al. (2018) and Libralato et al. (2018a,
2022). The process relies on treating each exposure as an
independent measurement and the PMs are calculated in an
iterative way, with a nested set of “small” and “big” itera-
tions. We briefly outline the main steps of the procedure here.
A detailed description is presented in the above-mentioned
works.

For each cluster, we start by cross-matching the KS2 master-
frame catalogues at each epoch with the ones from all other
epochs to identify those stars that have detections in at least
two epochs. This constitutes our master list for the PM calcula-
tion. KS2 also produces for each single exposure a catalogue of
the raw fluxes and positions (including neighbour subtraction)
in the detector frame. We used these catalogues for the calcula-
tion of the PMs. A big iteration starts by cross-identifying stars
in each single-exposure catalogue with the master list. For the
first big iteration, a generous searching radius of 2.5 pixels was
used. Then, a sequence of small iterations was executed. Within
each small iteration, the positions of the stars in the individual
exposures were transformed to the master frame by means of a
general six-parameter transformation, using bright, unsaturated
cluster members as reference stars. In the very first small itera-
tion, the reference stars have been selected based on their posi-
tions in the CMD, in subsequent iterations they were selected
based on their PMs. Since we used cluster members as refer-
ence stars for the transformation, the resulting PMs will be rel-
ative to the bulk motion of the cluster. Thus, the distribution
of cluster stars in the vector-point diagram (VPD) will be cen-
tred at zero. The master-frame transformed X and Y positions of
each star were then fitted as a function of the observing time by
means of a least-squares straight line. The slope of the fitted line
provides a direct measure of the star’s PM. This fitting process
itself is also iterative and involves rejections of obvious outliers
and clipping of data points not in agreement with a Gaussian
distribution. The last straight-line fit within a small iteration is
performed using locally-transformed stellar master frame posi-
tions, based only on the closest 45 reference stars. The errors
of the PMs are then determined as the uncertainty in the slope
of the fitted line, resulting from expected positional uncertain-
ties as a function of the instrumental magnitude (cf. Sect. 5.2 in
Bellini et al. 2014). After each small iteration, the sample of ref-
erence stars was refined to improve the transformations on the
master frame. A big iteration ends when the reference star list
does not change any more. At the end of a big iteration, the mas-
ter list is refined by PM-shifting the positions of its members to
positions at a common reference epoch, which, for a given clus-
ter, is chosen to be the average epoch of all its observations. For
the cross-identification step at the beginning of subsequent big
iterations, we PM-shifted the master-frame positions to match
the epoch of observation of each individual exposure and also
applied a tighter matching radius of 0.5 pixels. This adjustment
helps in reducing the number of mismatches. The PM determina-
tion converges when the change in master-list positions is negli-
gible from one big iteration to the next (typically less than 0.01–
0.005 pixels).

We would like to mention here that KS2 does not measure
saturated stars, which means they are not included in the indi-
vidual catalogues of those exposures in which they are satu-
rated. They are, however, listed in the master catalogue of a given
epoch and filter, even if they are saturated in all corresponding
exposures. In this case, the flux and position measurements come
from the first-pass photometry. For this reason, our final PM
catalogues contain saturated stars as well. The necessary con-
dition for these stars to have a PM measurement is that they are
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Table 1. Parameters of the LMC star clusters.

Cluster ID RA0 ∆RA0 Dec0 ∆Dec0 Age (m–M)0 DLMC rh ∆rh ε ∆ε θ ∆θ

[h:m:s] [arcsec] [◦:′:′′] [arcsec] [Gyr] [mag] [kpc] [arcsec] [arcsec] [◦] [◦]

Hodge 11 06:14:22.83 0.38 −69 50 50.0 0.38 13.4 18.57 4.63 29.71 0.66 0.04 0.03 25 16
NGC 1651 04:37:32.29 0.46 −70 35 10.5 0.43 2.05 18.48 3.34 26.82 1.04 0.01 0.04 – –
NGC 1718 04:52:26.02 0.37 −67 03 05.1 0.31 1.85 18.43 3.22 28.73 0.70 0.04 0.02 49 15
NGC 1783 04:59:08.94 0.38 −65 59 14.8 0.34 1.65 18.51 3.40 43.77 0.81 0.10 0.01 1 1
NGC 1805 05:02:21.66 0.34 −66 06 42.4 0.31 0.045 18.32 4.82 11.00 0.50 0.01 0.05 – –
NGC 1806 05:02:12.18 0.31 −67 59 10.0 0.43 1.60 18.52 1.94 28.93 0.57 0.10 0.10 28 6
NGC 1831 05:06:16.19 0.38 −64 55 08.8 0.43 0.70 18.41 4.31 32.45 0.67 0.16 0.02 72 3
NGC 1841 04:45:22.60 0.30 −83 59 54.6 0.29 12.4 18.34 12.85 45.21 0.46 0.11 0.01 46 3
NGC 1846 05:07:33.90 0.47 −67 27 43.2 0.51 1.60 18.52 2.01 44.52 0.65 0.07 0.02 2 2
NGC 1850 05:08:45.33 0.66 −68 45 40.5 0.38 0.07 18.38 2.65 22.98 0.74 0.07 0.03 68 17
NGC 1856 05:09:30.17 0.28 −69 07 43.6 0.24 0.25 18.32 3.85 24.38 0.63 0.04 0.03 74 14
NGC 1866 05:13:38.63 0.38 −65 27 52.7 0.42 0.20 18.30 5.30 29.24 0.52 0.06 0.02 55 10
NGC 1868 05:14:36.02 0.28 −63 57 15.0 0.25 1.15 18.45 4.73 15.19 0.48 0.11 0.03 12 6
NGC 1898 05:16:42.04 0.18 −69 39 24.2 0.17 11.7 18.60 2.61 25.75 0.30 0.07 0.01 84 3
NGC 1978 05:28:45.13 0.18 −66 14 11.9 0.20 2.50 18.53 2.94 36.76 0.27 0.21 0.01 55 1
NGC 2005 05:30:10.24 0.10 −69 45 10.0 0.09 13.1 18.44 1.44 12.79 0.17 0.02 0.02 61 19
NGC 2108 05:43:57.00 0.48 −69 10 52.0 0.46 1.00 18.48 1.88 27.85 0.99 0.18 0.03 51 6
NGC 2173 05:57:58.50 0.48 −72 58 42.6 0.55 1.70 18.37 4.87 24.41 0.77 0.05 0.03 46 2
NGC 2203 06:04:42.50 0.50 −75 26 15.0 0.48 1.65 18.38 6.42 33.64 0.64 0.00 0.03 – –
NGC 2209 06:08:36.36 0.80 −73 50 14.6 0.81 1.15 18.39 5.52 34.76 1.25 0.08 0.01 48 10
NGC 2210 06:11:31.65 0.11 −69 07 18.4 0.10 12.0 18.36 4.84 16.26 0.18 0.09 0.01 9 4
NGC 2213 06:10:42.19 0.35 −71 31 45.6 0.36 1.60 18.36 4.99 15.92 0.52 0.04 0.04 – –
NGC 2257 06:30:12.50 0.42 −64 19 37.5 0.38 11.8 18.37 7.67 41.64 0.57 0.09 0.02 42 5

Notes. The columns report the centre coordinates (RA0 and Dec0), the age, the distance modulus ((m–M)0), the 3D distance to the centre of the
LMC (DLMC), the scale radius (rh), the ellipticity (ε) and the position angle of the major axis (θ, measured from north to east). Values for age and
distance modulus are taken from Milone et al. (2023b). The 3D distance from the LMC centre (DLMC) is calculated assuming the (m–M)0 values
of the clusters as stated in the table, a mean distance to the LMC of 49.9 kpc (de Grijs et al. 2014) and the coordinates of the dynamical centre of
the LMC as determined by Niederhofer et al. (2022).

unsaturated in at least four exposures that cover a minimum time
baseline of two years.

For the 23 clusters within our sample of star clusters, we
determined relative PMs for a total of ∼855 000 stars, with a
median of ∼32 000 sources per cluster. The field-of-view of
NGC 2209 contains the least number of stars (∼7000) whereas
the one of NGC 2005 the most (∼112 000). Since the PMs were
derived from heterogeneous sets of data, their quality varies
among the clusters in our sample. The precision of the PMs is
mainly determined by the time baseline and number of expo-
sures used for their calculation. Table 2 shows a record of these
values for each cluster. To illustrate the range of the PM qual-
ity, Fig. 3 shows the 1D PM uncertainties as a function of the
F814W magnitudes for NGC 1868 and NGC 2108. These two
clusters represent the lower and upper end of the quality scale
of our PM measurements. The PMs towards NGC 1868 were
computed with only 12 individual exposures and a time base-
line between the observations of 4.7 yr. For NGC 2108, we have
a total of 18 images that are distributed across four epochs,
covering a total time baseline of 18.2 yr. For NGC 1868 we
reach a median PM precision for the bright well-measured stars
of about 55 µas yr−1 (∼12.7 km s−1), whereas for NGC 2108,
the median precision of the best-measured stars is about
11 µas yr−1 (∼2.8 km s−1).

4.2. PM corrections

As discussed in previous works (e.g. Bellini et al. 2018;
Libralato et al. 2018a, 2022), the raw PMs determined from HST
data suffer from systematic effects that vary as a function of posi-
tion on the master frame. They can be divided in two categories:

low- and high-frequency systematic effects. The former is caused
by different overlaps of the data sets used to determine the PMs,
and thus correlates with varying time baselines and numbers of
exposures. The latter effect is due to uncorrected CTE and dis-
tortion residuals.

To correct for these effects, we first defined a sample of
well-measured cluster stars as reference objects for the correc-
tion. For the selection, we followed the strategy outlined by
Libralato et al. (2022). We started by selecting stars for each
combination of filter and epoch based on their photometric
diagnostics. Fig. 4 illustrates the method using the example of
NGC 1850 for a set of three different filters. The different pan-
els show the selections based on the QFIT parameter (top pan-
els), the photometric RMS (middle panels) and the RADXS (bot-
tom panels). For each of these three diagnostics, we defined
the 95th percentile of their distributions at any magnitude (indi-
cated by the red line in all panels) and selected all objects with
values better than this line. In case of the QFIT, better means
higher values, whereas for the RMS and RADXS better means
smaller (absolute) values. For objects that have been measured
in only a single exposure, a RMS value obviously cannot be deter-
mined. Instead, KS2 assigns to their RMS in flux a constant flag,
which results into an exponential-like curve when they are trans-
formed into RMS in magnitudes (see middle panels in Fig. 4).
We also flagged these sources as well-measured. Due to uncor-
rected CTE effects, the distribution of the RADXS parameter as
a function of magnitude is skewed towards positive values at
fainter magnitudes (see bottom panels in Fig. 4). We therefore
opted to determine the 95th percentile curve separately for pos-
itive and negative values and selected all sources between those
two lines. For each of the three parameters, we additionally set
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Table 2. Overview of different quantities related to the PM calculations of the LMC clusters.

Cluster ID ∆time Nepochs Nexp Nsources ZP(µαcos(δ), µδ)
[yr] [mas yr−1]

Hodge 11 5.8 2 56 54 264 (−1.545± 0.041, −0.986± 0.046)
NGC 1651 10.3 2 13 14 000 (−1.956± 0.034, 0.305± 0.038)
NGC 1718 9.8 2 13 21 048 (−1.851± 0.040, 0.462± 0.036)
NGC 1783 17.3 4 20 40 944 (−1.648± 0.036, 0.025± 0.031)
NGC 1805 6.3 3 13 7729 (−1.593± 0.033, −0.100± 0.031)
NGC 1806 8.2 3 13 33 892 (−1.823± 0.035, 0.040± 0.034)
NGC 1831 5.8 2 14 18 019 (−1.714± 0.035, 0.014± 0.033)
NGC 1841 6.1 3 53 52 055 (−1.967± 0.032, −0.010± 0.035)
NGC 1846 7.5 3 19 29 849 (−1.745± 0.051, −0.176± 0.054)
NGC 1850 11.9 5 42 63 024 (−2.011± 0.028, −0.119± 0.030)
NGC 1856 8.7 3 31 80 950 (−1.795± 0.035, −0.136± 0.035)
NGC 1866 6.5 3 29 27 777 (−1.558± 0.030, −0.177± 0.039)
NGC 1868 4.7 2 12 8694 (−1.725± 0.046, 0.038± 0.053)
NGC 1898 8.7 2 14 51 028 (−1.962± 0.036, −0.274± 0.041)
NGC 1978 15.9 4 24 59 762 (−1.813± 0.033, −0.448± 0.041)
NGC 2005 10.8 2 13 12 110 (−1.847± 0.038, −0.469± 0.043)
NGC 2108 18.2 3 18 34 782 (−1.610± 0.033, −0.728± 0.034)
NGC 2173 10.7 2 17 12 642 (−1.978± 0.037, −0.851± 0.038)
NGC 2203 11.2 2 17 12 823 (−1.955± 0.033, −0.841± 0.038)
NGC 2209 9.2 2 12 6 896 (−1.852± 0.054, −0.936± 0.053)
NGC 2210 6.1 2 56 63 257 (−1.533± 0.038, −1.303± 0.033)
NGC 2213 10.3 2 13 9831 (−1.829± 0.046, −0.988± 0.042)
NGC 2257 6.1 2 54 39 651 (−1.467± 0.036, −0.970± 0.041)

Notes. The columns report the time baselines (∆time), number of epochs (Nepochs) and number of exposures (Nexp) used to compute the PMs
for each cluster. Also given are the number of sources (Nsources) for which PMs have been determined as well as the PM zero-points needed to
transform the relative PMs in our catalogue to an absolute scale.

Fig. 3. Range of PM precisions among the clusters. Shown are the 1D PM uncertainties as a function of the F814W magnitude, for the two clusters
NGC 1868 (left panel) and NGC 2108 (right panel). The two clusters have very different data sets available for the PM calculations, in terms
of time baseline and numbers of exposures and represent the lower and upper end of the quality scale of our PM measurements. For NGC 1868
we reach a median nominal PM precision for the best-measured stars of about 55 µas yr−1, whereas for NGC 2108, the median nominal precision
of the best-measured stars is about 11 µas yr−1. The solid line in both panels follow the median σµ as a function of the magnitude. The different
sequences in the right-hand panel correspond to PMs determined using time baselines of ∼3.0 yr (blue), ∼15.1 yr (purple) and ∼18.2 yr (orange).

the following conditions: (i) sources with a QFIT better than 0.99
are always kept and objects with a QFIT smaller than 0.7 were
always rejected; (ii) sources with a RMS smaller than 0.01 were
always kept and objects with an a RMS larger than 0.25 were
always discarded; (iii) sources with a |RADXS| smaller than 0.01
were always included while all sources with values larger than
0.15 were always rejected. As additional selection criteria we
required the number of good measurements to be at least half the
number of the total detections (Ng/Nf ≥ 0.5) and the fraction of
the flux from neighbouring sources within the PSF aperture to
be smaller than the flux of the source itself (o < 1). A source
qualifies as well-measured if all the above selection criteria are
fulfilled in at least two filters (or one filter, in the case the source

is only detected in that filter in a given epoch) in at least two
epochs.

Astrometric diagnostics that come from the PM determina-
tions allow us to refine our sample even further to include only
stars with reliably-measured PMs. We removed stars for which
(i) the reduced χ2 of the PM fit is larger than 4–5 (depending on
the PM quality of a given cluster) in both components, (ii) the
fraction of data points actually used for the PM determination
is less than 80%, and (iii) the uncertainty of the PM is greater
than the 95th–98th percentile (depending on the cluster) of its
distribution at any magnitude.

We finally selected from the sample of well-measured stars
those objects that are likely cluster members based on their PMs
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Fig. 4. Selection of well-measured stars, based on photometric quality parameters, for the cluster NGC 1850. The three sub-plots correspond to
observations taken within epoch 3 (2015) in the filters F336W, F438W and F814W (from left to right). Within each sub-plot, the panels refer to
selections based on the QFIT parameter (top panels), the photometric RMS (middle panels) and RADXS parameter (bottom panels). Within each
panel the red line follows the magnitude-dependent selection criteria used to separate well-measured stars (black dots) from those with bad quality
measurements (grey dots). Stars that are only measured in a single exposure, follow the exponential-like function in the panels showing the RMS
distribution.

and their positions in the CMD. In particular, for each cluster we
selected a circular region in the VPD that includes the bulk of
stars with cluster-like PMs (see panel (a) in Fig. 5 for the case of
NGC 1850). Then, we defined a region in the CMD that follows
the sequence of the cluster stars (see panel (b) in Fig. 5 for the
mF814W vs. mF438W − mF814W CMD of NGC 1850, highlighting
selected cluster members). In cases where the cluster region is
covered by a number of partially overlapping data sets using dif-
ferent filters (e.g. for NGC 1850), we combined the selections
coming from different colour and magnitude combinations.

To correct for the low-frequency systematic effects, we first
divided our sample of well-measured cluster stars into different
sub-groups, based on the time baseline used for the PM cal-
culation. For each sub-group, we determined the sigma-clipped
median of the PM distribution in both directions. By construc-
tion, these values should be zero. If any offset is present, we sub-
tracted the determined median PM from all stars in the respective
sub-group to shift the PM distribution back to zero.

High-frequency systematic effects can be seen as correlated
structures in the maps of the local PMs. Uncorrected CTE and
distortion residuals can result in systematic shifts of the median
PM, both as a function of magnitude and location on the master
frame. Panels (c) and (d) of Fig. 5 show the maps of the locally
averaged raw PMs towards NGC 1850 for the ∆µαcos(δ) and
∆µδ components, respectively. In the maps, each star is colour-
coded by the median PM of the closest 200 well-measured clus-
ter stars. A pattern of PM variations due to the uncorrected
high-frequency systematics is clearly evident. To correct for
this effect, we followed the methods described in Bellini et al.
(2014). Briefly, for each star we selected all well-measured clus-
ter stars within a spatial box of given size (typically 600–750
pixels per side) around the star and within a magnitude interval
centred on this star. If there are more reference stars than a pre-
defined upper limit (Nmax, typically between 40 and 100), then
we selected the closest Nmax reference stars, both spatially and
in magnitude. Then we computed the sigma-clipped median PM
(in both directions) of these selected reference stars (excluding
the target star itself). By construction, this value should be zero

and we corrected the PM of the target star by the determined
offset. For the brightest and faintest stars we defined a magni-
tude threshold for the selection of the reference stars, instead of
using a fixed magnitude interval. If the found number of close
reference stars for a given star is less than 25, no correction was
applied. The exact values of the above mentioned parameters can
vary from cluster to cluster. They were empirically determined to
give optimal results for the correction, as a compromise between
the spatial resolution and the number of reference stars available
for the correction of each star.

The maps of the locally a posteriori corrected PMs are shown
in panels (e) and (f) of Fig. 5. The points are coloured according
to the same range in colour as in panels (c) and (d). The maps
reveal that our corrections were able to significantly mitigate the
effects of small-scale systematics.

We accounted for the uncertainties associated with each step
of the correction process in the total error of the a posteriori cor-
rected PMs. For both the low-and high-frequency correction, we
calculated the standard error of the mean and added these values
in quadrature to the uncertainties of the PMs. The a posteriori
corrected PMs with the corresponding errors, along with a flag
that tells whether a star has been corrected, are reported in the
astrometric catalogues of each cluster (see Appendix A).

4.3. Absolute PMs

Since we used cluster member stars as our reference objects
for the transformation of the individual exposures to the mas-
ter frame, the determined PMs are relative to the bulk motion
of the cluster and the PM distribution of cluster stars is centred
at zero. To calibrate relative PMs to an absolute scale, tradition-
ally two different methods can be used. The first one involves
using background galaxies as reference objects. These galaxies
form a non-moving reference frame owing to their large dis-
tances and the absolute stellar motions are given by the differ-
ence between the relative motions of the stars and the reflex
motions of the galaxies. This strategy has been employed to mea-
sure the absolute motion of dwarf galaxies (e.g. Sohn et al. 2013,
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Fig. 5. Outline of the procedure to correct the PMs for high-frequency systematic effects. Panel (a) shows the VPD of sources towards NGC 1850.
Likely cluster members were selected based on their PMs (within the red circle, which has a radius of 0.1 mas yr−1 in the case of NGC 1850) and
their positions in the CMD. Panel (b) shows the mF814W vs. mF438W − mF814W CMD of all sources with measured PMs towards NGC 1850 (grey
dots) and the final selection of well-measured cluster stars (black dots). Panels (c) and (d) show, separately for each PM component, the maps
of the local mean raw PM field (before the high-frequency correction). Each point in the map is colour-coded according to the median PM of its
closest 200 well-measured cluster stars. The corresponding maps of the a posteriori corrected PMs are displayed in panels (e) and (f). The points
in these maps are coloured according to the same range in colour as in panels (c) and (d).

2017, 2020) but also for Galactic open and globular clusters (e.g.
Bellini et al. 2010; Massari et al. 2013; Libralato et al. 2018a,b).
However, in crowded stellar fields, usually only a small num-
ber of these background objects can be detected. Additionally,
our PSF-based photometric routine is not optimised for fitting
extended sources, such as galaxies, which results in larger posi-
tional uncertainties for them.

Another strategy involves using objects with already known
motions to calibrate the PMs to an absolute scale. We are now
in the fortunate position that the Gaia mission provides us with
large numbers of relatively bright objects with measured PMs
that can be used for an accurate determination of the PM ZP (see,
e.g. Massari et al. 2021; Libralato et al. 2022). Thus, we opted to
use Gaia DR3 stars for the PM calibration. For each cluster, we
started by cross-identifying stars from our high-quality a posteri-
ori corrected sample with the Gaia catalogue. In order to include
only reference stars that are well-measured in both catalogues,
we further applied the following quality selections to the Gaia
stars: a renormalized unit weight error (ruwe) <1.4, an astro-
metric excess noise <0.4, a number of bad along-scan observa-

tions <2% of the total number of along-scan observations and a
PM uncertainty <0.15 mas yr−1 in both components. We further
excluded stars that are within 15–40 arcsec from the cluster cen-
tre (depending on the cluster’s size and density) to avoid regions
where stellar crowing might be an issue. In the case the above
selection criteria result in too few reference stars for a given clus-
ter, we allowed for a more generous cut in the PM uncertainties
(up to 0.35 mas yr−1) in order to have at least 30 stars for the cal-
ibration. To determine the ZP of the PMs in both components,
we computed the mean difference between the HST and Gaia
PMs, applying an iterative 2.5σ-clipping until convergence. As
an illustration, Fig. 6 shows, using the example of NGC 1850, the
difference between the relative HST PMs and the absolute Gaia
PMs for the selected sample of reference stars. The orange solid
line in both panels corresponds to the adopted ZP for µαcosδ and
µδ, respectively. The uncertainty of the calibration is composed
of two terms that we summed in quadrature to get the total ZP
uncertainty: the first is the statistical error, given by the error of
the mean of the distribution of the HST–Gaia PM differences.
The second term refers to the systematic uncertainty of the Gaia
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Fig. 6. Calibration of the relative PMs to an absolute scale using Gaia
DR3 stars as reference objects. The two panels show the differences
between the relative HST PMs and absolute PMs from well-measured
Gaia stars for NGC 1850. The PM ZP in each direction is determined
as the 2.5σ-clipped median value (orange solid line in each panel).
Excluded stars are marked with grey symbols.

DR3 PMs of 0.026 mas yr−1 (see Vasiliev & Baumgardt 2021;
Libralato et al. 2022). We remind the reader here that the dis-
tribution of the relative PMs of cluster stars is centred at zero.
Thus, by construction, the absolute motion of a given cluster
directly corresponds to the negative value of the ZPs in RA and
Dec directions.

The ZPs for all clusters, along with the corresponding uncer-
tainties, are reported in Table 2, and also written in the headers
of the astrometric catalogues of each cluster (see Appendix A).
In Fig. 7 we also present a comparison between the abso-
lute motions of the clusters derived in this work and literature
measurements from Piatti et al. (2019), Bennet et al. (2022) and
Milone et al. (2023b). The shown points closely follow a one-to-
one relation, indicating a good agreement. To estimate the typ-
ical difference between our results and the literature measure-
ments, we calculated for each cluster the distance perpendicular
to the one-to-one relation. The distribution of the distances is
shown in the insets within the two panels of Fig. 7. We found
a standard deviation of 0.06 mas yr−1 for the distribution along
the µαcosδ direction and a standard deviation of 0.08 mas yr−1

for the distribution along the µδ direction. We further examined
whether there are any systematic trends between the literature
values and our measurements. To do so, we fitted a least-squares
straight line to the points shown in Fig. 7. We did this sepa-
rately for each of the three literature studies. We found no sig-
nificant deviation from a one-to-one relation. There might only
be a slight trend when comparing our results with the measure-
ments from Milone et al. (2023b) along the µαcosδ direction, in
the sense that the values as determined by Milone et al. (2023b)
tend to be larger than the ones from this study at the upper end of
the distribution. However, this is only significant at the 1σ level.

4.4. Absolute astrometry

For each cluster, we used the cross-match between our high-
quality PM catalogues and the Gaia DR3 catalogue to reg-
ister the X and Y master-frame coordinates to an abso-
lute astrometric frame. We employed the astropy module
fit_wcs_from_points to find the best-fitting WCS solution
that we used to project the X and Y coordinates of all stars to
RA and Dec. The celestial positions are given in the ICRS at the
epoch 2016.0, the reference epoch of Gaia DR3.

5. Demonstration: PMs towards NGC 1850

To showcase some applications of our PM data set, we present
here the analysis of the PMs towards the cluster NGC 1850. This
is to demonstrate the range of possibilities and limitations of
the current PM data set. NGC 1850 is a young (∼70–100 Myr)
cluster and is located at the western edge of the LMC bar. Its
CMD shows an extended main sequence turn-off (Bastian et al.
2016) and split upper main sequence (Correnti et al. 2017;
Milone et al. 2018b). Both phenomena are common features in
young massive star clusters in the Magellanic Clouds and are
most likely caused by stars that rotate at different rates (see, e.g.
Niederhofer et al. 2015; Kamann et al. 2023). Fig. 8 shows an
overview of the PM catalogue of NGC 1850. For this cluster,
we used WFC3/UVIS data sets from five different HST pro-
grammes. These observations have been taken between 2009 and
2021. The field of view covered by the different programmes
is shown in panel (a). The different overlaps of the individ-
ual observations result in time baselines available for the PM
determination between ∼4.7 and ∼11.9 yr. Panel (b) shows the
distribution of the time baselines. The VPD of the relative, a
posteriori corrected PMs is displayed in panel (c). The corre-
sponding 1D uncertainties of the corrected PMs as a function
of the F814W magnitude are shown in panel (d). The points
are coloured according to the histogram of time baselines from
panel (b). Bright, well-measured sources reach a precision of
∼15 µas yr−1 (including the uncertainties from the a posteriori
correction), corresponding to ∼3.3 km s−1, assuming a distance
to the cluster of 47.4 kpc (see Table 1). A CMD of stars with
measured PMs is presented in panel (e). Also here, the sources
are coloured according to the histogram shown in panel (b). The
final catalogue for NGC 1850 contains 62 984 sources with mea-
sured PMs. We checked the final corrected PMs for any residual
magnitude- or colour-dependent systematic trends. Fig. 9 shows
the relative, a posteriori corrected PMs, ∆µαcosδ and ∆µδ, of
well-measured cluster stars (see Sect. 4.2) as a function of the
mF814W magnitude and the mF438W −mF814W colour, respectively.
In all panels, the orange points denote the median PMs, calcu-
lated in bins containing approximately equal numbers of sources.
From the figure, no clear systematic trend of the corrected PMs
is evident, neither as a function of magnitude nor as a function
of colour.

For the following demonstration cases, we applied several
quality criteria to the PM catalogue of NGC 1850 in order to
keep only sources with the best measurements. We refer to this
sample as the “high-quality” sample. We started by applying
the photometric and astrometric quality cuts as described in
Sect. 4.2. Then, we used additional constraints on the PM uncer-
tainties. In particular, we retained only sources for which (i) the
error on the PM is smaller than the 90th percentile at any magni-
tude and (ii) the error on the PMs in both components is smaller
than 50 µas yr−1. The so-selected, final list contains a total of
8250 high-quality sources.

5.1. Dynamics of different stellar populations towards
NGC 1850

Here, we analyse the kinematics of the various stellar pop-
ulations that are present within our field of view containing
NGC 1850. As stars belonging to the cluster, we selected all
stars that are within 35 arcsec (∼1.5× its scale radius, see Table 1
and Fig. 10) from the cluster centre, and have relative PMs
smaller than 80 µas yr−1, corresponding to ∼3 times its stan-
dard deviation. The left panel of Fig. 11 shows the mF814W vs.
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Fig. 7. Comparison between the HST-based absolute motions of the clusters presented in this work and measurements from the literature. The grey
lines follow a one-to-one relation and are not a fit to the data. The insets within the two panels show the distribution of the points perpendicular to
the grey line, illustrating the differences in the measurements.

Fig. 8. Outline of the measured PMs towards NGC 1850. (a) Sketch of HST footprints from different epochs used for the calculation of the PMs.
(b) Histogram of the time baselines available for the PM calculations of each source. The range in time baselines is mainly due to the varying
overlap of the observations from different epochs. Sources shown in panels (d) and (e) are colour-coded according to the time baselines shown
here. (c) VPD of a posteriori corrected, relative PMs. Member stars of NGC 1850 are clustered around (0.0, 0.0). (d) Corrected 1D PM errors as a
function of the mF814W magnitude. Bright well-measured stars reach a precision of ∼15 µas yr−1 (corresponding to ∼3.3 km s−1 assuming a distance
of 47.4 kpc). (e) mF814W vs. mF438W − mF814W CMD of all sources with measured PMs.

mF336W − mF814W CMD of all stars with measured PMs towards
NGC 1850. The PM-cleaned sample of cluster stars is high-
lighted as orange points in the diagram. Our quality and PM
selections trace the features of the cluster, including the evolved
stars, the extended main sequence turn-off and the split main
sequence, down to mF814W ∼ 21 mag. The VPD of the cluster
members is shown in the right panel of Fig. 11. Note that we
show here the absolute motions. Since the relative PM of the

cluster is zero, the absolute bulk motion of NGC 1850 is sim-
ply given by the negative values of the corresponding PM ZPs in
both components. We found:

µαcosδ = 2.011 ± 0.028 mas yr−1, µδ = 0.119 ± 0.030 mas yr−1,

in good agreement with recent measurements from Milone et al.
(2023a,b).
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Fig. 9. Relative a posteriori corrected PMs, ∆µαcosδ and ∆µδ, of well-measured NGC 1850 member stars as a function of the mF814W magnitude
(left panels) and the mF438W − mF814W colour (right panels). The orange points are median values within bins containing approximately equal
numbers of objects (edges of the bins are indicated as grey vertical lines). Error bars, calculated as the standard error of the mean, are also shown
but are generally smaller than the shown points. The horizontal grey line in each panel is set at ∆µ = 0.0 mas yr−1.

Fig. 10. Three-colour image of NGC 1850, created from HST obser-
vations in the F336W (blue), F438W (green) and F814W (red) filters.
Member stars of NGC 1850 are selected based on their motion and dis-
tance from the cluster centre (white solid circle). Stars belonging to the
young group called NGC 1850B are selected as the young sequence in
the CMD that are located within the white dashed circle and show con-
sistent motions.Three-colour image of NGC 1850, created from HST
observations in the F336W (blue), F438W (green) and F814W (red) fil-
ters. Member stars of NGC 1850 are selected based on their motion and
distance from the cluster centre (white solid circle). Stars belonging to
the young group called NGC 1850B are selected as the young sequence
in the CMD that are located within the white dashed circle and show
consistent motions.

Close to NGC 1850, there is a compact group of very young
stars, dubbed NGC 1850B. This small cluster, which has an
age of ∼5–15 Myr (Gilmozzi et al. 1994; Sollima et al. 2022) is
located about 30 arcsec (which corresponds to a projected phys-
ical separation of ∼7 pc at the distance of the LMC) west of
NGC 1850 (see Fig. 10) and presumably lies at a similar dis-
tance as its larger neighbour (e.g. Milone et al. 2023b). There-
fore, NGC 1850 is sometimes considered to be a double cluster
in the literature (see, e.g. Sollima et al. 2022, and references
therein). In particular, this means that the clusters are physi-
cally associated and might merge in the future. While binary
clusters are quite common in the LMC (see, e.g. Dieball et al.
2002; Mucciarelli et al. 2012, and references therein) they nor-
mally have very similar ages and metallicities. In this respect, if
NGC 1850 was a double cluster, this would depict a very special
case, given the large difference in age.

We used our PMs to disentangle the motions of these two
objects. To define stars that belong to NGC 1850B, we first
selected all stars that are within a circle of 16 arcsec centred
at the young cluster (indicated by the dashed white circle in
Fig. 10). We further considered only stars that follow the young
sequence in the mF814W vs. mF336W−mF814W CMD and show con-
sistent PMs. Our final sample of stars belonging to NGC 1850B
is illustrated as red diamonds in both panels of Fig. 11. From
the VPD it is immediately clear that NGC 1850B has a PM that
is distinctive from that of NGC 1850 (see also appendix in the
study from Milone et al. 2023a). We determined the bulk motion
of the young group as the sigma-clipped median value of the
selected member stars. This yields:

µαcosδ = 1.843 ± 0.028 ± 0.003 mas yr−1

µδ = 0.116 ± 0.030 ± 0.003 mas yr−1.

Here, the two uncertainties quoted for each value correspond
to the error in the PM ZP and the statistic uncertainty from
the determination of the median. To determine the full motions
of the two clusters in three dimensions, we supplemented our
PM measurements with the MUSE spectroscopic catalogue
of NGC 1850, presented by Kamann et al. (2023). This cata-
logue contains line-of-sight velocity measurements of 4 200 stars
within two MUSE pointings. We cross-identified stars in com-
mon with our high-quality PM sample and found a value of
vNGC1850B = 252.4 ± 1.4 km s−1 as the line-of-sight velocity of
NGC 1850B, resulting from the sigma-clipped median of our
PM selected member stars. For the main cluster, we adopted
a value of vNGC1850 = 247.1 ± 0.2 km s−1, as determined by
Kamann et al. (2023). These values demonstrate that the differ-
ence in motion between the two clusters is mainly along the RA
direction, whereas the velocities along the line-of-sight and in
Dec direction are similar.

To evaluate the velocities in a more descriptive way, we
transformed the PMs and line-of-sight velocities into the refer-
ence frame of the LMC. This frame is centred on the dynamical
centre of the galaxy and is orientated such that the x-y plane
is aligned with the disc of the LMC and the z-axis is perpen-
dicular to that plane. We projected the observed motions into
the frame of the LMC using the formalism outlined in detail in
van der Marel & Cioni (2001) and van der Marel et al. (2002).
For the transformation, a knowledge of the centre position, dis-
tance and orientation of the LMC disc plane is needed, as well
as the centre-of-mass motion of the galaxy in the plane of the
sky and in line-of-sight direction. For the centre position, view-
ing angles and PMs, we assumed the values as determined by
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Fig. 11. The different populations in the field of NGC 1850. Left: mF814W vs. mF336W−mF814W CMD highlighting the selected members of NGC 1850
(orange dots), NGC 1850B (red diamonds) and old field stars (blue squares). Right: VPD of the same populations.

Table 3. Velocity components of NGC 1850 and NGC 1850B projected
into the reference frame of the LMC.

Cluster vr vφ vz
[km s−1] [km s−1] [km s−1]

NGC 1850 −19.1± 6.1 −9.9± 6.0 15.7± 3.7
NGC 1850B −22.1± 6.1 26.5± 6.0 26.3± 3.8

Niederhofer et al. (2022). We adopted a distance to the LMC
of 49.9 kpc (de Grijs et al. 2014) and a line-of-sight velocity of
262.2 km s−1 (van der Marel et al. 2002). For the positions of the
clusters within the LMC, we assumed the distance and coordi-
nates of NGC 1850 as given in Table 1 and shifted the posi-
tion by 30 arcsec towards the west, to obtain the coordinates of
NGC 1850B.

The resulting velocity components in cylindrical coordinates
(vr, vφ and vz) for the two clusters are reported in Table 3. We
note here that the exact values of these quantities depend on the
adopted parameters of the LMC, for which a variety of deter-
minations exist in the literature. Their specific choice, how-
ever, has no effect on our final conclusions. The velocities of
both objects show a similar negative radial component, meaning
that the motions deviate from circular orbits and are orientated
more towards the centre of the LMC. Additionally, both clus-
ters move perpendicular to the disc of the galaxy, in the positive
z-direction, with NGC 1850B having a higher velocity. The
largest discrepancy in the kinematics of the two clusters is
the tangential velocity vφ. The young group NGC 1850B has
a rotational velocity about the centre of the LMC that is in
good agreement with the rotation curve of the field stellar
population of the galaxy (see, e.g van der Marel & Kallivayalil
2014; Gaia Collaboration 2021a; Niederhofer et al. 2022). The
main cluster NGC 1850, however, seems to have a slight neg-
ative tangential velocity. This disagreement in vφ suggests that
both clusters are dynamically not related, as also suggested by

Milone et al. (2023a), and their proximity might largely be a pro-
jection effect.

5.2. Velocity dispersion

In this section, we use the measured PMs to estimate the veloc-
ity dispersion of the old field star population and of NGC 1850.
We started by selecting a clean sample of LMC field stars
from our high-quality catalogue. We identified field stars along
the red giant branch (RGB) and red clump in the mF814W vs.
mF438W − mF814W CMD and additionally constrained this selec-
tion to stars with distances larger than 40 arcsec from the centre
of NGC 1850. We decided for this option over selecting LMC
stars based on their PMs, since their distribution in the VPD sig-
nificantly overlaps with the clump of cluster stars. Our final sam-
ple of LMC stars is shown as blue square symbols in both panels
of Fig. 11.

To determine the velocity dispersion in the plane of the sky,
we employed a maximum-likelihood approach introduced by
van der Marel & Anderson (2010), which takes into account the
uncertainties of the PM measurements of the individual sources
(see also Raso et al. 2020; Libralato et al. 2022). For this, we
constructed the following log-likelihood function:

lnL = −0.5
n∑

i=1

(
ln

(
σ2
µ + ε2

µαcosδ,i
)

+

(
µαcosδ,i − µαcosδ,0

)2

σ2
µ + ε2

µαcosδ,i

+ ln
(
σ2
µ + ε2

µδ,i

)
+

(
µδ,i − µδ,0

)2

σ2
µ + ε2

µδ,i

)
. (3)

In this equation, µαcosδ,i and µδ,i correspond to the measured
PMs of the individual sources in RA and Dec direction, whereas
εµαcosδ,i and εµδ,i are the corresponding uncertainties. Further,
µαcosδ,0 and µδ,0 denote the RA and Dec components of the
bulk motion of the stellar population, and σµ is the velocity dis-
persion. We explored the posterior probability distribution using
again the MCMC sampler emcee. We set up an ensemble of 50
walkers and ran the MCMC for 5000 steps, considering only the
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last 25 per cent of the chain. The final values and the correspond-
ing uncertainties result from the 50th, 16th, and 84th percentiles
of the final marginalized distributions.

For the bulk motion of the RGB field stars at the location of
NGC 1850 this yields:

µαcosδ = 1.852 ± 0.028 ± 0.006 mas yr−1

µδ = 0.107 ± 0.030 ± 0.006 mas yr−1,

where the second contribution to the associated uncertainties
comes from the posterior probability distribution. Assuming
the same parameters of the LMC’s orientation, distance, line-
of-sight velocity and position of the dynamical centre as in
Sect. 5.1, this results in a centre-of-mass motion of the LMC
of:

µαcosδ = 1.871 ± 0.028 ± 0.006 mas yr−1

µδ = 0.291 ± 0.030 ± 0.006 mas yr−1.

This inferred value is in good agreement with the range
of different measurements from the recent literature
(e.g. van der Marel & Kallivayalil 2014; Wan et al. 2020;
Gaia Collaboration 2018a, 2021a; Niederhofer et al. 2022).

For the velocity dispersion of RGB field stars that are
located at the western edge of the LMC bar, we found a
value of σµ = 0.128 ± 0.003 mas yr−1. Assuming a distance
of 49.9 kpc, this translates to 30.3 ± 0.7 km s−1. To put our
derived value of the velocity dispersion of RGB stars into con-
text, we compare them to results from the literature. Our PM-
based value is larger than what was inferred from line-of-sight
velocities. Recently, Kamann et al. (2023) and Song et al. (2021)
used spectroscopic data to study NGC 1850. For the veloc-
ity dispersion of the surrounding field star population, they
found values of 20.2 ± 0.8 km s−1 and 23.6+1.7

−2.6 km s−1, respec-
tively. van der Marel & Kallivayalil (2014) combined HST PMs
with line-of-sight velocities of different stellar populations
to study the velocity field of the LMC. For their sample
of old stars, they found a line-of-sight velocity dispersion
of 22.8 km s−1. In contrast, our result is in good agreement
with what was previously found based on PM measurements.
Choi et al. (2022) used a compilation of PM data from Gaia
eDR3 (Gaia Collaboration 2021b) together with line-of-sight
velocity measurements of RGB, asymptotic giant branch and
red supergiant stars to model the three-dimensional kinematics
of the LMC stars. They inferred a PM dispersion in RA direc-
tion of 0.124 ± 0.002 mas yr−1 (29.4 ± 0.5 km s−1) and in Dec
direction of 0.138±0.002 mas yr−1 (32.7±0.5 km s−1). Recently,
Libralato et al. (2023b) derived stellar PMs within the central
region of the LMC, combining data of the calibration field of
the James Webb Space Telescope (JWST) Near Infrared Imager
and Slitless Spectrograph (NIRISS) with archival HST obser-
vations. They reported a velocity dispersion of RGB stars of
0.144 ± 0.003 mas yr−1 (33.8 ± 0.6 km s−1). Taken together, all
these measurements hint towards an anisotropic velocity field, in
the sense that the velocity dispersion of the stars is larger within
the plane of the LMC disc (which is measured by the PMs, since
we see the LMC almost face-on) than perpendicular to it (which,
in turn, is traced by the line-of-sight velocities).

We used our PM catalogue to provide a first estimate of the
intrinsic global velocity dispersion in the plane of the sky of
NGC 1850, as well as its radial profile. For the determination
of the velocity dispersion, we employed again the maximum-
likelihood method described above. We further refined our high-
quality sample of cluster members to sources with a PM error
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Fig. 12. Velocity dispersion profile of NGC 1850 in the plane of the
sky, obtained from our PM measurements (blue dots with errorbars).
The best-fit Plummer profile to the discrete stellar PMs is shown as an
orange solid line. The shaded region corresponds to the uncertainties in
the parameters of the fit.

<20 µas yr−1, in order to retain only objects that have the most
reliable PM measurements. This leaves us with about 890 stars.
For the intrinsic velocity dispersion within central ∼35 arcsec
(∼1.5× rh) we found a value of σµ = 15.9±0.6 µas yr−1. Assum-
ing again a distance of 47.4 kpc to NGC 1850, this translates to
3.57± 0.13 km s−1. We also determined the radial and tangential
components (σrad and σtan) of the velocity dispersion. Both com-
ponents show consistent values (σrad = 15.9 ± 0.8 µas yr−1 and
σtan = 15.8±0.7 µas yr−1), suggesting that the cluster is isotropic
within its central regions.

To construct the radial velocity dispersion profile, we divided
the cluster area in four concentric annuli, each containing the
same number of stars, and estimated the velocity dispersion
within each of these radial bins. The result is illustrated in Fig. 12
as blue dots. To estimate the central velocity dispersion σ0 of the
cluster, we opted for fitting the discrete PMs of the stars with a
projected Plummer (1911) profile of the following form:

σ(r)2 =
σ2

0√
1 + r2

r2
h

· (4)

For the fit, we applied a maximum likelihood approach and set
the scale radius rh as well as σ0 as free parameters. The fit to our
PM data suggest a σ0 = 16.5 ± 0.7 µas yr−1 (3.71 ± 0.16 km s−1)
and a scale radius rh = 52.7+26.12

−18.8 arcsec. From our Plummer
(1911) profile fit to the stellar density (which is based on stars
that cover approximately the same mass range as our kinematic
profile), we determined a scale radius of rh = 23.0 ± 0.7 arcsec.
This result is in good agreement with the effective (half-light)
radius (re) found by Correnti et al. (2017). They fitted a King
(1962) profile to the stellar radial surface number density pro-
file and reported a value of re = 20.5 ± 1.4 arcsec. The estimate
derived from the PM kinematic analysis is significantly larger
and not consistent with the results from the number density pro-
file, which already points to a possible overestimation of the true
dispersion, especially within the outer bins of the profile, where
the dispersion is smaller.

To firmly assess the reliability of results for the global and
central velocity dispersion, we contrast them with other mea-
surements based on line-of-sight velocities (assuming the system
is isotropic within the regions we consider, all components of the
velocity dispersion should follow the same profile). For the first
comparison, we analysed the MUSE data set from Kamann et al.
(2023) and derived the global velocity dispersion as well as the
dispersion profile, employing the same tools as for the PM data.
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Fig. 13. Similar to Fig. 12, but now for the line-of-sight velocity disper-
sion obtained from MUSE data.

We started by filtering the catalogue for well-measured cluster
members. In particular, we kept only stars with (i) an uncer-
tainty in the line-of-sight velocity measurement <3 km s−1, (ii)
a line-of-sight velocity variation <0.5 and (iii) a mF814W mag-
nitude <20 mag. Additionally, we made use of the membership
probability calculated by Kamann et al. (2023) and selected only
stars that have probability to belong to the cluster >90%. Using
this sample, we derived a global velocity dispersion within the
central ∼30 arcsec of σLOS = 2.1 ± 0.2 km s−1. The results for
the velocity dispersion profile, along with the best-fit Plummer
profile is shown in Fig. 13. The MUSE data suggest σ0 =
2.6+0.5
−0.3 km s−1 and rh = 16.3+11.9

−7.0 arcsec. This result is con-
sistent with the recent measurement from Song et al. (2021),
who found σ0 = 2.6 ± 0.3 km s−1. McLaughlin & van der Marel
(2005) reported for NGC 1850 an observed global intrinsic
velocity dispersion of σLOS = 3.00+0.70

−0.70 km s−1 (measured within
an aperture of 40 arcsec) and a central velocity dispersion of
σ0 = 3.19+0.77

−0.75 km s−1 (see also Fischer et al. 1993). Based
on population synthesis models of the mass-to-light ratio of
NGC 1850, McLaughlin & van der Marel (2005) predicted a σ0
of ∼2.2 km s−1.

This compilation strongly suggests that the velocity disper-
sion of NGC 1850 is of the order of ∼2.5 km s−1, corroborat-
ing our initial suspicion that the value we calculated using PMs
(3.73 ± 0.11 km s−1) overestimates the true dispersion of the
cluster (to translate our PM-based dispersion to the value of
2.5 km s−1, a distance to NGC 1850 of only ∼31.8 kpc would
be required, which is not consistent with the distance to the
LMC). For a reliable determination of such small dispersions, an
accurate assessment of the measurement uncertainties is crucial,
since already small over- or underestimations can significantly
affect the final result (which can also be seen in the rather flat
profile resulting from the PM data and the associated large value
for the scale radius).

We conclude that the PM catalogues presented in this work
do not have the required precision for an accurate evalua-
tion of the internal kinematics of extra-galactic star clusters.
However, they provide a promising first step in this direction
and with additional epochs of observations this will soon be
within reach of HST (or a combination of HST and JWST, e.g.
Libralato et al. 2023b, 2024). This will open up new possibilities
for investigations of stellar dynamics within young (<1 Gyr) and
intermediate-age (few Gyr) massive star clusters within the Mag-
ellanic Clouds. This type of clusters (which is either not present
in the Milky Way or not easily accessible by observations) is of
special relevance since these objects are dynamically young and
thus still contain any dynamical signatures imprinted by their
formation process.

Finally, based on the results obtained from the MUSE spec-
troscopic data set, we estimated the total dynamical mass of
NGC 1850. Assuming an isotropic Plummer model, the mass
is given by (see, e.g. Dejonghe 1987; Kacharov et al. 2014):

M =
64rhσ

2
0

3πG
· (5)

We found log(M/M�) = 4.67+0.40
−0.24, which is in good

agreement with results reported in the literature (e.g.
McLaughlin & van der Marel 2005; Correnti et al. 2017;
Song et al. 2021; Sollima et al. 2022).

5.3. Radial distribution of the red and blue main sequences

As a final application, we used the PM-cleaned catalogue of
NGC 1850 to study the radial distribution of stars populating
the red and blue main sequences. Such split main sequences
have been found to be a typical feature within clusters of this
age. It has been suggested that the two different branches are
formed by stars with different rotation rates, whereas the blue
sequence is formed of non- or slowly-rotating stars and the
red sequence harbours stars with high rotation rates (see, e.g.
D’Antona et al. 2015; Milone et al. 2016; Correnti et al. 2017).
This scenario has later been confirmed by spectroscopic obser-
vations (e.g. Marino et al. 2018; Kamann et al. 2020, 2023).

Any difference in the spatial distribution of the stars within
the two branches can provide insights into the underlying pro-
cess that creates the range of rotation rates. In the case of
NGC 1850, conflicting results regarding the segregation of the
two populations exist in the literature. While Correnti et al.
(2017) did not detect any difference in the radial distribution
of the blue and red main sequence stars, Kamann et al. (2023)
found that the stars on the red branch are more centrally concen-
trated.

Here we perform an independent assessment of the radial
distributions exploiting our astro-photometric catalogue of
NGC 1850. The kinematic information allows us to filter out
any unwanted contribution from field stars that might influ-
ence the final result. We followed the methods described in
Dresbach et al. (2023) and quantify the level of radial segrega-
tion by means of the so-called A+ parameter (which was initially
defined to study blue straggler stars, see, e.g. Alessandrini et al.
2016; Ferraro et al. 2018; Dresbach et al. 2022). In our case, A+

can be written as:

A+ =

∫ xmax

xmin

(
φred(x′) − φblue(x′)

)
dx′, (6)

where x′ refers to the logarithmic distance from the cluster cen-
tre, normalised to the scale radius (log(r/rh)), and φred and φblue
denote the cumulative radial distribution of the red and blue
main sequence stars, respectively. Thus, A+ gives the area lying
between these two curves.

We identified stars belonging to the red and blue sequences
as follows: First, we only considered stars in the magnitude inter-
val 18.5 mag≤mF438W ≤ 20.0 mag, where the splitting is most
evident (see Fig. 14). Then, we constructed a fiducial line of
the red main sequence. For this, we selected (by hand) a pre-
liminary sample of stars belonging to that sequence and deter-
mined its median mF336W − mF438W colour and mF438W magni-
tude in bins of 0.2 mag. Interpolating the median points with a
cubic spline yields the fiducial line. We verticalized the CMD by
calculating the distance ∆col of each star from the fiducial line
and fitted the ∆col distribution with a three-component (one for
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Fig. 14. mF438W vs. mF336W − mF438W CMD of NGC 1850, zoomed in
the region where the split of the main sequence is most evident. The
selected stars belonging to the red (blue) branch are indicated by red
(blue) dots.

the blue and red branches as well as for the binary sequence)
Gaussian-mixture-model. From the main Gaussian component
(which corresponds to the red sequence), we defined a red and a
blue boundary, corresponding to ±2.5 times the standard devia-
tion of that Gaussian. We used the blue boundary as the division
line to separate blue and red main sequence stars and selected
stars lying between the two boundaries as red main sequence
stars (see Fig. 14). With this selection, we constructed the cumu-
lative radial distributions of the two sequences and calculated
the corresponding A+ parameter. This is illustrated in Fig. 15.
As we can see from the figure, the curve corresponding to the
blue main sequence traces a flatter distribution. The resulting A+

parameter is 0.07 ± 0.02. We estimated the uncertainty associ-
ated to the value of A+ from a series of bootstrap realisations of
the two samples. From a two-sided Kolmogorov–Smirnov test
we obtained a probability of ∼1 × 10−3 that the two distribu-
tions are drawn from the same underlying population. This indi-
cates that stars populating the red sequence (fast-rotating stars)
are more centrally concentrated compared to the stars along the
blue sequence (slow-rotating stars). We also verified that our
obtained result does not depend on the astrometric and pho-
tometric quality selections that we applied to define our high-
quality sample. For this, we repeated the above analysis using
our entire catalogue and only applied cuts based on the rel-
ative PM (≤80 µas yr−1) and distance from the cluster centre
(≤1.5 × rh) to select likely cluster members. Here, we found
A+ = 0.06±0.02 and a probability of ∼2×10−3 that both samples
are drawn from the same distribution.

Using the PM measurements, we also calculated the veloc-
ity dispersions of the two samples. For stars along the blue main

0.75 0.50 0.25 0.00
log(r/rh)

0.0

0.2

0.4

0.6

0.8

1.0

P value = 1 10 3

A+ =  0.07±0.02

Blue MS
Red MS

Fig. 15. Cumulative radial distribution of the blue and red main
sequence stars. Also indicated in the figure is the probability that the two
samples are drawn from the same underlying population (P value), and
the value of the A+ parameter (which corresponds to the grey-shaded
region).

sequence, we found σ = 15.8 ± 2.2 µas yr−1 and for stars popu-
lating the red sequence, we found σ = 14.4 ± 1.0 µas yr−1. Both
values are consistent with each other within the uncertainties.
Thus, we are not able to assess from our data whether there is
any difference in the kinematics between the stars in the two
sequences.

Our results regarding the radial segregation corroborate the
findings from Kamann et al. (2023). However, looking at sim-
ilar studies that have investigated other young LMC clusters
there is no consistent picture regarding any spacial segregation
of stars populating the two different branches of the split main
sequence. On the one hand, Li et al. (2017) did not find any dif-
ference in the radial distributions of the two populations within
NGC 1856. Similarly, Dresbach et al. (2023) did not find any
evidence for spatial segregation in NGC 419. On the other hand,
Milone et al. (2017) reported for NGC 1866 an increasing frac-
tion of blue-to-red main sequence stars with increasing distance
from the cluster centre, corresponding to a higher concentration
of rapidly rotating stars in the central parts of the cluster. The
authors further found evidence that the distribution of binary
stars follows the one from the blue main sequence stars. The
indication that the population of slow-rotating stars could be
connected to the population of binaries would support the sce-
nario where fast-rotating stars are slowed-down by tidal torques
in binary systems, creating the population of slow rotating stars
(see, e.g. D’Antona et al. 2015, 2017). However, Kamann et al.
(2021) derived the binary fractions within the blue and red
main sequences of NGC 1850 and found similar fractions,
which contradicts the binary-driven origin of the slow-rotating
stars.

6. Summary and conclusions

In this paper, we presented PM calculations of a sample of 23
star clusters in the LMC, using multi-epoch HST data. For 19
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clusters, one epoch of observations comes from our dedicated
GO-16478 programme. We complement them with four more
clusters that have already-existing observations in the HST
archive suitable for PM calculations. Since the PMs result from
a combination of a heterogeneous set of data, their final quality
differs from cluster to cluster. The data that we have at our dis-
posal span time-baselines between ∼4.7 yr and ∼18.2 yr, depend-
ing on the cluster. Employing state-of-the-art photometric and
astrometric reduction techniques, we achieve mean nominal PM
precisions of ∼55 µas yr−1 down to ∼11 µas yr−1, for the best-
measured stars within each of our targets. We determined rel-
ative PMs for a total of ∼855 000 sources, distributed among
the 23 clusters within our sample, whereas the field-of-view of
NGC 2209 contains the least number of stars (∼7000) and the
one of NGC 2005 the most (∼112 000). With this study, we
make the astro-photometric catalogues publicly available. We
also determined the centres and structural parameters of the clus-
ters within our sample by fitting a Plummer profile to their stellar
density profiles.

We showcased the capabilities and limitations of our PM cat-
alogues and presented a selection of science applications using
NGC 1850 as an example. Thanks to the precision of the PM
measurements, we were able to disentangle the kinematics of the
various stellar populations that are within the field of NGC 1850.
We separated the motions of the cluster members from the ones
of field stars, as well as the motions of stars belonging to a
close group of very young stars, dubbed NGC 1850B. Combin-
ing the PMs with MUSE line-of-sight velocities, we showed that
the two clusters show very different tangential motions within
the LMC disc, thus suggesting they are not dynamically related.
We determined an absolute motion of NGC 1850 of µαcosδ =
2.011±0.028 mas yr−1, µδ = 0.119±0.030 mas yr−1. The motion
measured for the field stars corresponds to a centre-of-mass
motion of the LMC of µαcosδ = 1.871± 0.028± 0.006 mas yr−1,
µδ = 0.291 ± 0.030 ± 0.006 mas yr−1. We further determined
the velocity dispersion of the field stars and obtained 0.128 ±
0.003 mas yr−1 (30.3 ± 0.7 km s−1).

Based on the PM measurements of NGC 1850, we further
presented an attempt to determine the velocity dispersion within
the plane of the sky of an extra-galactic star cluster. We found
for the central velocity dispersion a value of 16.5 ± 0.7 µas yr−1

(3.71 ± 0.16 km s−1), most probably overestimating the true dis-
persion. From the MUSE line-of-sight velocity dispersion, we
estimated a dynamical mass of NGC 1850 of log(M/M�) =
4.67+0.40

−0.24.
Finally, we utilised the PM-cleaned catalogue of NGC 1850

member stars to investigate the radial distribution of stars
that populate the red and blue branches of the cluster’s main
sequence. By means of the A+ parameter we quantised any spa-
tial segregation and found that stars on the red main sequence
are more centrally concentrated than stars on the blue sequence.

Precise measurements of stellar PMs towards star clusters
within the Magellanic Clouds are now feasible with HST. This
enables studies of the resolved dynamics of the Magellanic
Cloud star-cluster system using PMs. Especially, PMs can be
used to obtain clean samples of cluster stars to investigate pecu-
liar features in their CMDs, and also to study the kinematic pat-
tern of the Magellanic Clouds as traced by star clusters to gain a
better understanding of their dynamical history and evolution.
Additional epochs of observations will even pave the road to
study internal kinematics of star clusters at the distance of the
Magellanic Clouds. In future studies, we will combine the mea-
sured PMs with line-of-sight velocities to investigate the full 3D
kinematic structure of the star clusters within the LMC.

Data availability

The resulting astrometric and photometric tables for each
cluster are available at the CDS via anonymous ftp to
cdsarc.cds.unistra.fr (130.79.128.5) or via https://
cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/689/A162
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Appendix A: Description of the astrometric and
photometric catalogues

We release the astro-photometric catalogues of the 23 LMC clus-
ters assembled in this publication to the scientific community.
All data products are available as a High Level Science Product
at MAST under the following DOI: 10.17909/tx9s-7540 7. For
each cluster, the catalogue is split into an astrometric (PM) file
and one individual photometric file for each combination of fil-
ter and epoch. The catalogues for a given cluster are all sorted in
the same order such that the same line in the different catalogues
corresponds to the same source.

The content of the PM catalogue is shown in Table A.1. The
X and Y coordinates give the positions of the sources on the mas-
ter frame that has a pixel scale of 40 mas pixel−1 and the cluster
centre placed approximately at (10 000, 10 000). The X,Y coor-
dinates refer to positions at the reference epoch we adopted for
the PM calculations, which is stated in the header of the file. The
RA and Dec coordinates are given in the ICRS and the Gaia DR3
reference epoch (2016.0). The astrometric catalogue further con-
tains both the raw and a posteriori corrected PMs along with their
associated uncertainties. A “Correction Flag” indicates whether
the PM has been a posteriori corrected for small-scale system-
atic effects (flag = 1) or not (flag = 0). All PMs in the cata-
logues are given as relative motions. They can be converted to
absolute values applying the PM ZPs given in the header of the
file. Also included in the astrometric file are a number of quality
parameters, such as the reduced χ2 of the PM fits. The quantities
Nf and Nu refer to the number of individual measurements ini-
tially available for the PM fit and the final number of data points
actually used to determine the PM, respectively. The time base-

line for the PM determination is given by ∆time. Finally, the ID
number is the same for a given source among all catalogues of
an individual cluster.

Table A.2 describes the columns included in the photomet-
ric file. The catalogues contain the VEGA-calibrated magnitudes
for each source with measured PM along with photometric qual-
ity parameters. The VEGA-mag ZP used to transform the instru-
mental magnitudes to the VEGA system is given in the header of
the catalogue. The file lists the photometric RMS, as well as the
quality of fit QFIT and the radial excess RADXS parameters. QFIT
indicates how well a source is fit by the PSF model and can have
values between 0.0 and 1.0, where a value of 1.0 means a perfect
fit. RADXS provides a measure of how extended a source is with
respect to the model PSF. The proximity parameter is denoted
by the quantity o. It states the fraction of flux within the PSF
fitting radius that is due to neighbouring sources (before neigh-
bour subtraction). Nf and Nu correspond to the number of expo-
sures a source was found in and the number of exposures used
for the measurement of the flux, respectively. The photometric
catalogues also contain a saturation flag that works according to
the following scheme: a flag of 1 means the star is unsaturated
in all exposures, the highest number present means the star is
saturated. If there are more exposure-time groups in the data set,
the flag increases by 1 for each shorter exposure-time group the
star becomes saturated. For example, if there are long, medium
and short exposures, the flags are: 1 = unsaturated in the long
exposures, 2 = unsaturated in the medium exposures, 3 = unsat-
urated in the short exposures, 4 = saturated. Since KS2 does not
measure saturated stars, magnitudes for these sources come from
the first-pass photometric run. If a star has no measurement in a
specific filter and epoch, all the above quantities are set to 0.0.

Table A.1. Description of the content of the PM catalogues

Column Name Unit Description

1 RA [deg] Right ascension (ICRS) at epoch 2016.0
2 Dec [deg] Declination (ICRS) at epoch 2016.0
3 X [pixel] X position on the master frame;

pixel scale of 40 mas pixel−1 and the cluster centre at ∼(10 000, 10 000)
4 Y [pixel] Y position on the master frame;

pixel scale of 40 mas pixel−1 and the cluster centre at ∼(10 000, 10 000)
5 (µα cosδ)corr [mas yr−1] Corrected PM along RA direction
6 (σµα cosδ)corr [mas yr−1] Error of corrected PM along RA direction
7 (µδ)corr [mas yr−1] Corrected PM along Dec direction
8 (σµδ )corr [mas yr−1] Error of corrected PM along Dec direction
9 χ2

µα cosδ Reduced χ2 of the PM fit along RA direction
10 χ2

µδ
Reduced χ2 of the PM fit along Dec direction

11 Nf Initial number of exposures available for PM fit
12 Nu Final number of exposures actually used for PM fit
13 ∆time Time baseline for PM fit
14 (µα cosδ)raw [mas yr−1] Raw PM along RA direction
15 (σµα cosδ)raw [mas yr−1] Error of raw PM along RA direction
16 (µδ)raw [mas yr−1] Raw PM along Dec direction
17 (σµδ )raw [mas yr−1] Error of raw PM along Dec direction
18 Correction Flag 1 = PM has been a posteriori corrected, 0 = otherwise
19 ID Identification number

7 see also: https://archive.stsci.edu/hlsp/hamsters
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Table A.2. Description of the content of the photometric catalogues

Column Name Description

1 m Calibrated VEGA magnitude
2 RMSm Photometric RMS
3 QFITm Quality-of-PSF-fit parameter
4 RADXSm Radial excess parameter
5 o Proximity parameter;

fraction of flux within the PSF aperture due to neighbours
6 Nf Number of exposures a source was found in
7 Nu Number of exposures used to measure flux
8 SAT Saturation flag
9 ID Identification number

Appendix B: List of observations

Tables B.1–B.23 provide, for each cluster, the full list of expo-
sures used for the PM determinations. The tables list the pro-

gramme ID number, the PI, the epoch of observations, the used
instrument, camera and filter combination, as well as the number
of exposures along with the respective exposure times.

Table B.1. Observations of HODGE 11

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14164 A. Sarajedini 2016/12 WFC3/UVIS F336W 3× 700 s
12× 729 s

2016/06 ACS/WFC F606W 2× 50 s
6× 345 s
6× 370 s

2016/07 ACS/WFC F814W 2× 70 s
6× 345 s
6× 377 s
6× 410 s

GO-16748 F. Niederhofer 2022/03 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.2. Observations of NGC 1651

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/10 WFC3/UVIS F475W 1× 120 s
1× 600 s
1× 720 s

F814W 1× 30 s
2× 700 s

GO-16748 F. Niederhofer 2022/01 WFC3/UVIS F814W 2× 40 s
4× 454 s
1× 455 s
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Table B.3. Observations of NGC 1718

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/12 WFC3/UVIS F475W 1× 120 s
1× 600 s
1× 720 s

F814W 1× 30 s
2× 700 s

GO-16748 F. Niederhofer 2021/09 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.4. Observations of NGC 1783

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-9891 G. Gilmore 2003/10 ACS/WFC F555W 1× 250 s
F814W 1× 170 s

GO-10595 P. Goudfrooij 2006/01 ACS/WFC F435W 1× 90 s
2× 340 s

F555W 1× 40 s
2× 340 s

F814W 1× 8 s
2× 340 s

GO-12257 L. Girardi 2011/10 WFC3/UVIS F336W 2× 1190 s
1× 1200 s

GO-16255 E. Dalessandro 2021/01 WFC3/UVIS F438W 6× 938 s

Table B.5. Observations of NGC 1805

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-13727 J. Kalirai 2015/10 WFC3/UVIS F336W 1× 100 s
3× 947 s

GO-14710 A. Milone 2017/10 WFC3/UVIS F814W 1× 90 s
1× 666 s

GO-16748 F. Niederhofer 2022/01 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.6. Observations of NGC 1806

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-9891 G. Gilmore 2003/08 ACS/WFC F555W 1× 300 s
F814W 1× 200 s

GO-10595 P. Goudfrooij 2005/09 ACS/WFC F435W 1× 90 s
2× 340 s

F555W 1× 40 s
2× 340 s

F814W 1× 8 s
2× 340 s

GO-12257 L. Girardi 2011/10 WFC3/UVIS F336W 2× 1190 s
1× 1200 s
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Table B.7. Observations of NGC 1831

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14688 P. Goudfrooij 2016/11 WFC3/UVIS F336W 2× 975 s
2× 1115 s

F814W 1× 100 s
1× 660 s
1× 720 s

GO-16748 F. Niederhofer 2022/09 WFC3/UVIS F814W 2× 40 s
3× 431 s
2× 432 s

Table B.8. Observations of NGC 1841

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14164 A. Sarajedini 2015/12 ACS/WFC F606W 2× 50 s
12× 353 s

2015/12 ACS/WFC F814W 2× 70 s
6× 352 s
6× 385 s
6× 420 s

GO-14164 A. Sarajedini 2016/06 WFC3/UVIS F336W 4× 700 s
12× 739 s

GO-16748 F. Niederhofer 2022/01 WFC3/UVIS F814W 2× 40 s
5× 456 s

Table B.9. Observations of NGC 1846

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-9891 G. Gilmore 2003/10 ACS/WFC F555W 1× 300 s
F814W 1× 200 s

GO-10595 P. Goudfrooij 2006/01 ACS/WFC F435W 1× 90 s
2× 340 s

F555W 1× 40 s
2× 340 s

F814W 1× 8 s
2× 340 s

GO-12257 L. Girardi 2011/04 WFC3/UVIS F336W 1× 900 s
8× 1032 s
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Table B.10. Observations of NGC 1850

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-11925 S. Deustua 2009/10 WFC3/UVIS F467M 4× 10 s
2× 20 s
2× 50 s

2× 100 s
2× 300 s
2× 500 s

GO-13282 Y.-H. Chu 2014/06 WFC3/UVIS F555W 1× 20 s
2× 350 s
1× 417 s

F814W 1× 20 s
3× 350 s

GO-14069 N. Bastian 2015/12 WFC3/UVIS F336W 1× 260 s
1× 370 s
1× 600 s
1× 650 s
1× 675 s

F438W 1× 45 s
1× 90 s

1× 110 s
2× 400 s

GO-14174 P. Goudfrooij 2015/10 WFC3/UVIS F814W 1× 7 s
1× 350 s
1× 440 s

GO-16748 F. Niederhofer 2021/09 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.11. Observations of NGC 1856

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-13011 T. Puzia 2013/11 WFC3/UVIS F438W 1× 185 s
2× 430 s

F555W 2× 350 s
F814W 1× 51 s

1× 360 s
1× 450 s

GO-13379 A. Milone 2014/04 WFC3/UVIS F336W 8× 711 s
F814W 4× 90 s

4× 704 s
GO-16748 F. Niederhofer 2022/07 WFC3/UVIS F814W 2× 40 s

3× 446 s
2× 447 s
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Table B.12. Observations of NGC 1866

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14069 N. Bastian 2016/06 WFC3/UVIS F438W 1× 95 s
1× 150 s
1× 450 s
1× 500 s

F555W 1× 75 s
1× 95 s

1× 150 s
1× 450 s
1× 500 s
1× 550 s
1× 700 s

GO-14204 A. Milone 2016/06 WFC3/UVIS F336W 6× 711 s
F814W 3× 90 s

3× 678 s
GO-16748 F. Niederhofer 2022/09 WFC3/UVIS F814W 2× 40 s

3× 446 s
2× 447 s

Table B.13. Observations of NGC 1868

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14710 A. Milone 2016/12 WFC3/UVIS F336W 3× 831 s
F814W 1× 90 s

1× 666 s
GO-16748 F. Niederhofer 2021/09 WFC3/UVIS F814W 2× 35 s

3× 433 s
2× 434 s

Table B.14. Observations of NGC 1898

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-13435 M. Monelli 2014/01 WFC3/UVIS F336W 2× 1035 s
F438W 2× 200 s
F814W 1× 100 s

GO-16748 F. Niederhofer 2022/02 WFC3/UVIS F814W 1× 40 s
2× 447 s

2022/09 WFC3/UVIS F814W 2× 40 s
2× 446 s
2× 447 s
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Table B.15. Observations of NGC 1978

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-9891 G. Gilmore 2003/10 ACS/WFC F555W 1× 300 s
F814W 1× 200 s

GO-12257 L. Girardi 2011/08 WFC3/UVIS F336W 1× 660 s
2× 740 s

F555W 1× 60 s
1× 300 s
× 680 s

GO-14069 N. Bastian 2016/09 WFC3/UVIS F336W 1× 380 s
1× 460 s
1× 740 s

F438W 1× 75 s
1× 120 s
1× 420 s
1× 460 s
1× 650 s
1× 750 s

GO-15630 N. Bastian 2019/09 WFC3/UVIS F814W 3× 200 s
3× 348 s
1× 688 s

Table B.16. Observations of NGC 2005

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/10 WFC3/UVIS F475W 1× 120 s
1× 600 s
1× 720 s

F814W 1× 30 s
2× 700 s

GO-16748 F. Niederhofer 2022/07 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.17. Observations of NGC 2108

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-9891 G. Gilmore 2003/08 ACS/WFC F555W 1× 250 s
F814W 1× 170 s

GO-10595 P. Goudfrooij 2006/08 ACS/WFC F435W 1× 90 s
2× 340 s

F555W 1× 40 s
2× 340 s

F814W 1× 8 s
2× 340 s

GO-16748 F. Niederhofer 2021/10 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s
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Table B.18. Observations of NGC 2173

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/10 WFC3/UVIS F336W 2× 700 s
1× 800 s

F475W 1× 120 s
2× 700 s

F814W 1× 30 s
1× 550 s
2× 700 s

GO-16748 F. Niederhofer 2022/06 WFC3/UVIS F814W 2× 40 s
4× 454 s
1× 455 s

Table B.19. Observations of NGC 2203

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/10 WFC3/UVIS F336W 2× 700 s
1× 800 s

F475W 1× 120 s
2× 700 s

F814W 1× 30 s
1× 550 s
2× 700 s

GO-16748 F. Niederhofer 2022/12 WFC3/UVIS F814W 2× 40 s
5× 453 s

Table B.20. Observations of NGC 2209

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12908 P. Goudfrooij 2013/04 WFC3/UVIS F438W 2× 850 s
F814W 1× 60 s

2× 485 s
GO-16748 F. Niederhofer 2022/07 WFC3/UVIS F814W 2× 40 s

4× 454 s
1× 455 s
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Table B.21. Observations of NGC 2210

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14164 A. Sarajedini 2017/04 WFC3/UVIS F336W 3× 700 s
4× 715 s
4× 729 s
4× 730 s

2016/11 ACS/WFC F606W 2× 50 s
6× 348 s
6× 353 s

2016/11 ACS/WFC F814W 2× 70 s
6× 344 s
6× 378 s
6× 413 s

GO-16748 F. Niederhofer 2022/12 WFC3/UVIS F814W 2× 40 s
3× 446 s
2× 447 s

Table B.22. Observations of NGC 2213

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-12257 L. Girardi 2011/11 WFC3/UVIS F475W 1× 120 s
1× 600 s
1× 720 s

F814W 1× 30 s
2× 700 s

GO-16748 F. Niederhofer 2022/03 WFC3/UVIS F814W 2× 40 s
4× 454 s
1× 455 s

Table B.23. Observations of NGC 2257

Programme ID PI Epoch Instrument/Camera Filter Exposures
(yyyy/mm) (N× texp)

GO-14164 A. Sarajedini 2016/12 WFC3/UVIS F336W 8× 700 s
4× 705 s
3× 733 s

2016/02 ACS/WFC F606W 2× 50 s
3× 364 s
6× 353 s
2× 525 s

2016/02 ACS/WFC F814W 2× 70 s
6× 363 s
3× 390 s
6× 400 s
2× 450 s

GO-16748 F. Niederhofer 2022/03 WFC3/UVIS F814W 2× 35 s
3× 433 s
3× 434 s
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