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ABSTRACT The inability to perceive visual and other non-verbal cues for individuals with visual impair-
ment can pose a significant challenge for their correct conversational interactions and can be an impediment
for various daily life activities. Recent advancements in computational resources, particularly the computer
vision capabilities can be utilized to design effective applications for visually impaired people (VIP).Among
various assistive technologies, automated facial impression recognition with real-time accurate interpretation
can be proven useful to tackle the above problem. Using such approach, facial emotions (e.g., sad, happy) can
be robustly recognized and conveyed to the associated individuals. In this paper, a partial transfer learning
approach is adopted utilizing a custom trained Convolutional Neural Network (CNN) for facial emotion
recognition. A novelmodel that transfers features from one dataset to another is proposed. Thismodel enables
the transfer of features learned from a small number of instances to solve new challenging instances. Using
the proposed approach based on a newly trained CNN, a portable lightweight facial expression recognition
system with wireless connectivity and high detection accuracy was constructed and targeted specifically
for VIP. The proposed recognition model provides a notable improvement over the current state-of-the-
art, by providing the highest recognition accuracy of 82.1% on the enhanced Facial Expression Recognition
2013 (FER2013) dataset. Moreover, with only 1.49M parameters, the model is operable on edge devices with
limited memory and processing power. Overall, three labeled emotions happy, sad, surprise were recognized
by the model with high accuracy whereas a relatively lower accuracy rate for anger, disgust, fear was noticed
with higher misclassification labels for sad.

INDEX TERMS Partial transfer learning, deep learning, visually impaired people, convolutional neural
network.

I. INTRODUCTION
Vision plays a crucial role in comprehending our surround-
ings, but loss of vision can hinder a person’s ability to live a
typical life. The World Health Organization (WHO) reports
that 285 million people globally have a visual impairment,
with 39 million being blind and 246 million experiencing low
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vision [6]. People suffering from visual impairment or eye
conditions require support to overcome daily tasks, such as
emotional, navigating, and exploring new surroundings. The
term visually impaired people refers to people suffering from
any kind of vision loss that can range from partial to complete
loss of sight. According to a study conducted in 2020 [5], the
total number of visually impaired people (VIP) around the
world is 1.1 Billion [34]. This number is increasing every year
as shown in Figure 1:
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FIGURE 1. Number of people affected by visual impairment across the
world [34].

Emotions are mental state that is expressed through the
facial expressions of a person. The face is considered
the prime perceptual stimulus [32]. The facial muscles have
the ability to form more than 40 expressions. However,
according to physiologists, emotions evoke a small number
of basic expressions namely: joy, sadness, fear, anger, dis-
gust, surprise, interest, and contempt [9]. These emotions are
naturally expressed by humans and are taken as a common
reference. These facial expressions are a form of nonver-
bal communication that can support or even replace verbal
communication [27].

VIP face many challenges every day. Exploring unfamiliar
environments is one of the biggest challenges; navigating
safely from one place to another can be quite a difficult task.
Particularly the relevant outdoor infrastructures (e.g., roads,
footpath etc.) do not consider VIP in common practice. Like-
wise, visual impairment poses a significant social challenge
such as the inability to perceive visual and other non-verbal
cues, which significantly affects their quality of life (QoL)
in terms of social aspects and engagements. To aid the
social interactions for VIP, technology along with machine
intelligence can play a significant role. An intelligent Facial
Emotion Recognition (FER) model can be implemented to
recognize the correct emotions of the person (such as hap-
piness, or sadness), and convey this information to the VIP.
Considering this, we propose an FER-based systems utilizing
machine learning and computer vision techniques to identify
the correct facial emotions.

In this paper, we propose Partial Transfer Learning based
Convolutional Neural Network (CNN) for facial emotion
recognition. This paper presents a novel model for trans-
ferring features from one dataset to another. This model
enables the transfer of features learned from a small number
of instances to solve new challenges instances. The proposed
system is useful for the VIP to address the limitations of the
existing systems, by providing a portable, lightweight, and
accurate assistive system.

The paper contribution can be summarized as follows:
• Propose a wireless, portable solution for VIP.
• Propose A Partial Transfer Learning based CNN for
facial emotion recognition.

• Different from the current systems which utilize com-
putation complex solutions, the proposed solution uses
lightweight computations and real-time detection.

• The model’s generalization ability and robustness were
verified against multiple datasets. A notable perfor-
mance improvement over the current state-of-the-art
models, achieving the highest recognition accuracy
of 82.1% on the Facial Expression Recognition 2013
(FER2013) FER2013 dataset.

The remainder of the paper is organized as follows. In Sec-
tion II, related works are reviewed. Section III, explains our
proposed methodology and design. Implementation results
and discussion are provided in Section IV. Section V con-
cludes with the paper’s findings and discusses future work.

II. RELATED WORKS
In recent years, some studies have been performed on facial
expression recognition. However, facial expression recogni-
tion still faces great challenges. In this section, we discuss
the most recent machine learning techniques introduced for
automatic recognition of facial expressions.

A deep learning-based model for FER is proposed in
[19]. The model is based on CNN. It classifies a per-
son’s face image into seven different emotions including
sad, fear, happy, anger, neutral, disgust, and surprise. The
model was trained and tested over FER2013 dataset [10]
with 35,685 grayscale images, where 80% of the proposed
dataset was used for training and the remainder was used
for testing. Random Search algorithm was used to optimize
the hyper-parameters of the CNN. This model achieved an
accuracy of 66.7%. The recognized emotions are conveyed
in text and audio formats.

Vulpe-Grigorasi & Grigore [35] proposed another CNN
based FER system with parameter optimization. This model
is tested over the FER2013 dataset, and achieved an accuracy
of 72.16 % and a loss value of 0.97 when trained with a
learning rate of 0.001, 128 batch size for 750 epochs. The
model has 517,3959 parameters and a size of 59 MB.

Minaee et al. [26] proposed an attention CNN based FER
model. The model focuses attention on specific parts of the
face that are believed to have a higher impact on the clas-
sification such as the eyes and mouth. Spatial transformer
[15] is used to extract the parameters aggregated with features
extracted by the CNN layer and passed to the dense layer.
The model utilized 28,709, 3500, and 3589 images for train-
ing, validating and testing, respectively, using the FER2013
dataset. Classification accuracy was found to be 70.02 % on
the testing set. For the extended Cohn–Kanade (CK+) dataset
[22], the authors used 420, 60, and 113 images for training,
validation, and testing respectively. The achieved accuracy
was 98.0%. The model was also tested on FERG [2] and
JAFFE [24] datasets and achieved an accuracy of 99.3% and
92.8%, respectively.

Another FER system for enhancing online teaching is pro-
posed in [13]. The model aims to identify the facial expres-
sions of students to evaluate their concentration in class.
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A real-time video is taken of the students then Multi-Task
Cascaded Convolutional Neural Networks (MTCNN) algo-
rithm is used to extract the frame with the student’s face.
Image is passed to the model combining VGG16 [14] and
ECANet [36]. The VGG16 structure is utilized for feature
extraction. The extracted features are passed to the ECANet
network. Two feature maps are concatenated and input into
the classification model. The model was trained and tested
on different datasets. It achieved an accuracy of 67.40% over
FER2013 dataset and 99.18% on CK+ dataset, with a learn-
ing rate of 0.0001, batch size was 128, and 300 epochs. Simi-
larly, the work in [31] also proposes a similar approach but
based on Multiple Branch Cross-Connected Convolutional
Neural Network (MBCC-CNN), and achieved an accuracy of
71.5% over FER2013, 98.48% on CK+, 88.1% on FER+ [4]
and 87.34% on RAF [20], [21] datasets.

A lightweight model (DenseNet) is proposed in [39] for
emotion recognition. The CNN based model detects the face
using histograms of gradients (HOG) [40]. DenseNet reduces
the number of parameters to be trained. The accuracy of the
model was 71.73%, tested over FER2013 and trained for
250 epochs.

Another lightweight approach is proposed in [17] for
real-time expression detection. The model also uses CNN
architecture along with log level threshold quantiza-
tion (LLTQ) method to reduce the number of operations and
overhead. The model size is 0.39 MB, and the number of
operations is about 28M integer operations (IOPs). Although
the model achieved a considerably high testing accuracy of
86.5% on FER+ dataset, it consumes high power [37].
Saurav et al. [29] integrate two CNN models to create a

dual feature extraction model with 1.08M parameters. The
model is lightweight and suitable to embedded systems.
On the FER2013 dataset the model achieved an accuracy of
72.77%, while on CK+ dataset the accuracy was 98.54%.

EmNet [30] is another FER system, made of two separate
CNN models to predict emotions. The results are combined
through fusion techniques. The achieved accuracy was 74.1%
on FER2013 dataset with 4.81M parameters and 19.3MB
model size. The model was also tested on RAF and SFEW [1]
and achieved an accuracy of 84% and 53% on these datasets,
respectively.

A lightweight emotion recognition (LER) system is pro-
posed in [38]. The model incorporates compression tech-
niques into the connected dense layer to eliminate redundant
parameters. Three different models, DenseNet-1, DenseNet-
2, and DenseNet-3 are proposed. The models were trained
and tested over FER2013, and FER+. DenseNet-2 with
218,839 parameters, achieved the highest accuracy of 71.55%
and 85.68% on FER2013 and FER+, respectively. A new
dataset FERFIN is also created as an enhanced version of
FER2013 dataset with less noise and corrected labels. The
model achieved an accuracy of 85.89% on FIRFIN dataset.

Burrows et al. [7] propose three different CNN and Gen-
erative Adversarial Networks (GANs) based models that

classify facial expressions. The authors created a combined
dataset from six different datasets to have around 41K
images used for testing and training. The first model clas-
sifies the images into seven emotions; sad, fear, happy,
anger, neutral, disgust, and surprise. It achieved an accuracy
of 58.71%. The second model classifies into three classes
namely, negative, neutral, and positive, and achieved an accu-
racy of 73.71%. The third model classifies into negative
and positive and achieved an accuracy of 77.83%. The three
models have about 1.5M parameters and were trained for
70 epochs.

A deep learning FER system for the blind is proposed in
[16]. The CNN based architecture classifies the facial image
into seven classes of emotions. The model was also tested
on FER2013 dataset and achieved an accuracy of 67.18%,
with 150 training epochs. The model is incorporated into an
android application that captures the image, classifies it, and
reads the predicted class label to the user.

A FER model for VIP is provided in [23]. The model
classifies emotions into three categories; positive, neutral,
and negative. It incorporates ResNet model [12] for feature
extraction. Extracted features are combined through Gated
Recurrent Network (GRU) which is a type of Recurrent Neu-
ral Networks (RNNs).Multi-layer Perceptron (MLP) classifi-
cation system is used to classify the emotion. The model was
tested on CK+ dataset and achieved an accuracy of 87%. The
developed tool displays the probability of each category with
an Emoji that represents the predicted emotion. The authors
indicated that they are planning to use three-stage signal with
a Braille display [18].

Another FER system forVIP is proposed in [3]. The system
uses Support Vector Machine (SVM) to classify emotions
into three main categories; sad, happy, and surprise. The
model was trained on JAFFE dataset combined with some
newly added images. The system is incorporated into a desk-
top application that conveys the classified emotion in audio.
However, some important details about the model accuracy,
error, and sample size are not provided in the paper [33].

Many generic FER systems are proposed in the literature
but very few are proposed for VIP. Generic systems are useful
in the sense that they can be utilized in various applications.
However, such solutions may be unsuitable for VIP. Most
of the current FER systems proposed in the literature were
implemented on desktop [3], [7], [13], [17], [19], [23], [30],
[31], or other powerful devices [29]. Furthermore, some of
them produce a huge overhead [13], [19], [26], [31], [35].
This might ensure good performance but will not suit the
nature of use of our targeted VIP users. With VIP, system
portability and ease of use are very crucial. Moreover, VIP
assistive solutions need to be lightweight and operable on
edge devices with limited storage and power. All of these
limitations make the existing systems not convenient to the
VIP. In the next section, a FER system designed for VIP is
proposed. The proposed system addresses all the limitations
aforementioned in the related works.
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III. PROPOSED METHODOLOGY
A. PROPOSED SYSTEM DESIGN
In the present work, a FER system based on Partial Transfer
Learning and CNN is proposed to recognize facial emotions
with higher accuracy. It improves the social interaction activ-
ities for VIP through real-time labeling and audio interpreta-
tion of various visual expressions. As illustrated in Figure 2,
the proposed model can be utilized in a wearable device with
a camera and a lightweight set of packages (Raspberry Pi)
designed to operate in real-time.

An embedded portable camera is mounted as part of the
recognition system that acquires images from a conversa-
tional interaction which is then processed to recognize facial
emotions in real-time. Subsequently, the recognized emotion
is conveyed via an audio device. Audio speech is fed to
the VIP via a typical earphone. A low cost and lightweight
embedded device with Raspberry Pi was used as the main
processing unit that has proven useful for various real-world
applications where performance in real-time scenarios can
be challenging. The design of FER system followed the
workflow shown in Figure 3 with a high level overview
provided in Figure 3. From the captured video, frames are
first extracted and processed through several steps including
grayscale transformation, face detection, cropping, image
resizing, and normalization. Subsequently, emotion recogni-
tion is performed on the processed image via the proposed
CNN model. The recognized emotion is then conveyed in
audio format. Emotion classification was conducted based
on six classes: anger, disgust, fear, happiness, sadness, and
surprise. Figure 4 provides a high level overview of the
proposed FER system.

Algorithm 1, 2, and 3, describe the detailed steps of the
proposed system.

FIGURE 2. The design of the proposed FER system.

B. PROPOSED MODEL ARCHITECTURE
A custom CNN model was constructed and trained in the
proposed FER system with the internal layer structure given
in Figure 5. As described in Figure 5, the proposed CNN
model consisted of four convolutional, three max-pooling,
five dropout, a flatten, and three fully connected (dense)
layers with a total of 1,486,854 (1.49M) trainable parameters

Algorithm 1 Image Prepossessing
Let S be a set of captured images from video F
Let F ⊂ S, where:
F = {∀S ⊂ INxM }

Let ET be a set of emotion images where:
ET = {happy, sad, angry, surprised, fear, digust}
Let SC ⊂ F , where:
SC = {∀ sc ∈ F} & sc is a cropped image
Let N to be a set of normalized images
N = {∀ sc ∈ SC∃n,m =

sc
255 }

Algorithm 2 Network Training
Define CNN to be a deep learning model
Let M be the set of metrics used to evaluate the model
M = {Accuracy,Recall,F1score,Precicion}
Let training & testing be set of images
training & testing ⊂ EFER2013 where:
training = {n ∈ N ,&size(training) = 70% of EFER2013}
testing = {∀n ∈ testing, n ∈ N & n /∈ training}
et = CNN (training)
(m, et) = CNN (testing) where m ∈ M

of a size of only 0.24 MB. The above lightweight system was
focused to ensure its compatibility with Raspberry Pi process-
ing unit with limited storage and computational power.

IV. IMPLEMENTATION RESULTS
A. DATASETS
Model training and validation were accomplished using two
popular facial expression recognition datasets, FER2013
[10], and CK+ [22]. Model validation was then followed by
tests on unseen real subjects from a custom developed dataset
of 66 images of facial images expressing 6 different emotions.

The FER2013 dataset, constructed using Google image
search, contains a total of 35,887 facial expression images
with a resolution of 48 × 48 pixels. FER2013 is a diverse
dataset of images with faces representing seven different
emotions happy, angry, sad, fear, surprise, disgust, neutral as
well as non-facial and text images. Additionally, there are
images with noisy input (sleepy faces) and missing labels
[25], [28]. Furthermore, FER2013 exhibits greater diver-
sity including images with facial occlusion, partial faces,
and faces with eyeglasses. However, FER2013 suffers from
imbalanced classes with the following distribution happy:
25%, sad: 16.9%, angry: 13.8%, surprised: 11.2%, fear:
14.3%, disgust: 1.5%. To overcome class imbalance issue
with additional mislabeled images, an enhanced version

Algorithm 3 Transfer Learning
Let CNNtrainied be a deep learning model that was trained on
EFER2013
Define T = {t ∈ N ,& N ⊂ CK+}

(m, et) = CNNtrained (T ) where m ∈ M
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FIGURE 3. Flowchart of the proposed FER system.

FIGURE 4. Overview of the proposed FER system.

of FER2013 (EFER2013) [25] dataset was used which an
updated balanced version of FER2013 after cleaning bad
images and generating new images using CycleGAN for the
minority class.

As the proposed model aims to classify the facial image
into six emotions, anger, fear, disgust, happy, sad and sur-
prise, the neutral class samples were omitted and 24,839
samples were used.

The newly available EFER2013 dataset was used to train
and validate the proposed CNN. The second dataset analyzed
in the proposed study (CK+) consists of 327 recorded videos
of 123 subjects, each labeled with one of seven expression
classes anger, contempt, disgust, fear, happy, sad, surprise.
A total of 981 facial expression images were extracted from
the above videos, each with a resolution of 48 × 48 pixels.

In CK+ dataset, 327 videos recorded for different 123 sub-
jects were labeledwith one of seven expression classes: anger,
contempt, disgust, fear, happy, sad, and surprise. 981 facial
expression images with a resolution of 48 × 48 pixels were
extracted from these videos and were considered in this
study. It is noted that the CK+ is comparatively a smaller
dataset with only 981 images of 7 classes of expressions,
thus posing a challenge to train a robust recognition model.
Therefore, images from CK+ dataset were only used to test
and validate the originalmodel that was trained on EFER2013
dataset.

B. MODEL TRAINING & TESTING
Model training and validation was accomplished on
cloud-based virtual environment with Nvidia K80/T4 Graph-
ical Processing Unit (GPU) and a RAM of 12 GB. Model
training and test split was performed based on 80:20 ratio
with 80% and 20% of the images used for model training
and validation, respectively. The training phase took place
for 45 epochs with a batch size of 128, with a convergence
threshold set to 10-4 as recommended in the literature [13].
Model performance was optimized utilizing Adam optimizer
with cross-entropy loss function [14]. Figure 6 shows the
accuracy curves for the training and testing phases across the
different epochs. With the above configuration, the training
and validation accuracy of the model reached the maximum
of 93.3% and 82.1%, respectively which was higher than the
benchmarked approaches from the literature. Moreover, the
overall classification recall, precision, and F1 score values
were, 81.9%, 81.9%, and 81.8%, respectively. Figure 7 shows
the confusion matrix after applying the proposed model on
20% of the EFER2013 dataset.

The second dataset (CK+) was used as the test set for
the model initially developed based on FER2013 dataset
with the confusion matrix shown in Figure 8. As shown in
the Figure, the three types of emotions happy, sad, surprise
were classified by the model with higher relative accuracy
with 54% and only 19% of samples for anger and disgust
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FIGURE 5. Proposed FER model architecture.

FIGURE 6. Accuracy curve during training and testing of the proposed
model.

correctly classified, respectively. Furthermore, only 8% of the
fear samples were correctly classified as the majority of the
samples were misclassified as sad. This is partly due to higher
congruence in the extracted features for fear, anger, sadness.
The overall accuracy for the test set (CK+) was 65.8% with
60.6%, 70.7%, and 54.3% for recall, precision, and F1 score,
respectively.

As the results demonstrate the proposed model recognizes
sad, happy, and surprise emotions with high accuracy. On the
other hand, the model recognition accuracy is relatively lower
for the other emotions, anger, fear, and sad. However, most
of the misclassified samples from these three classes were

FIGURE 7. Confusion matrix after applying the proposed model on
EFER2013 testing set.

FIGURE 8. Confusion matrix after applying the proposed model on CK+

testing set.

misclassified as either angry or sad. This is not surprising as
facial expressions can slightly vary among individuals, and
may mix different emotional states experienced at the same
time. Moreover, some share some of the facial features. For
example, pulled up eyebrow is one feature that can exist in
anger, disgust, and fear faces. These challenges pose a great
limitation on the model predictive capability [8], [11]. Some
works in the literature [3], [7], [23], solved this problem by
minimizing the number of classes or combining these classes
under one class.

Some samples from EFER2013 and CK+ datasets with the
actual and predicted labels are shown in Figures 9 and 10.

C. COMPARISON WITH THE RELATED WORKS
To benchmark the proposed solution with the existing FER
systems, a set of criteria was developed to evaluate model
performance according to various evaluation metrics that
include:

• Approach: Type of approach used in the FER system.
• Accuracy: Achieved accuracy of the proposed sys-
tem. This evaluates its ability to correctly recognize
emotions.

• Parameters: Total number of parameters used in the
proposed model. This element is important as it gives an
indication about the amount of overhead that the model
can produce.

• Model size: Size of the proposed model.
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FIGURE 9. Samples from EFER2013 dataset with the actual and predicted labels.

FIGURE 10. Samples from CK+ dataset with the actual and predicted labels.

TABLE 1. Comparison between the proposed FER system and the related works.

• Application: Target audience of the proposed model.
• Number of Classes:Model capability to perform recog-
nition on the number of emotions.

A detailed comparison of the proposed FER system with
models from the literature is summarized in Table 1. Results
show that the proposed model achieved the highest validation
accuracy on FER2013 dataset with a value of 82.1%. More-
over, with only 1.49M parameters comprising of the smallest
model size, implementation of the proposed FER system in

wearable edge devices, thus leading to its usability at a greater
extent compared to other large models. Moreover, although
the classification accuracy for CK+ dataset of 891 unseen
samples was only 66.7%, the proposed model can easily be
fine-tuned on a newly added smaller dataset to significantly
improve its accuracy. Such an approach was already adopted
where the initially developed model based on EFER2013
was tested on CK+ where partial of the CK+ dataset could
also be used to tune model parameters for higher accuracy.

VOLUME 11, 2023 36967



D. Shehada et al.: Lightweight FER System Using Partial Transfer Learning for VIP

Additionally, in comparison with the previous works, the
proposed model was also trained and tested on CK+ which
achieved a validation accuracy of 98.5% which was higher or
equivalent to most of the previous works.

V. CONCLUSION
VIP cannot perceive visual and other non-verbal cues making
normal conversations prone to misinterpretation. FER sys-
tems can be used to address this social challenge but most of
the proposed FER systems have not been proposed for VIP
specifically and therefore are not suitable to the nature of the
use of the VIP. In this paper, a FER system based on Partial
Transfer training and CNN was proposed. The VIP dedicated
system addressed the limitations of the existing systems,
by providing a portable, lightweight, and accurate assistive
system. The proposed system was evaluated on FER2013 and
CK+. The proposed model attained an accuracy of 82.1% on
FER2013 dataset which is a notable improvement over the
current state-of-the-art while maintaining a proper balance
between recognition accuracy and computational efficiency.
It also achieved an accuracy of 66.7% on the CK+ test set.
Overall, the model can recognize happy, sad, and surprise
emotions with high accuracy. It has a relatively lower accu-
racy rate for anger, disgust, and fear as it tends to mislabel
some samples from these emotions as sad. Despite the good
performance of the proposed model, there is still a range
of points for further investigation and improvement. Our
next plan is to train the proposed model on more samples
from anger, disgust, and fear classes to enhance its recog-
nition accuracy. Moreover, future efforts will concentrate on
implementing the prototype for the designed FER system by
deploying the trained FER model into Raspberry Pi to further
test and enhance the proposed model.
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