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ABSTRACT  
Authentication is the preliminary security mechanism employed in the information system to identify the 
legitimacy of the user. With technological advancements, hackers with sophisticated techniques easily 
crack single-factor authentication (username and password). Therefore, organizations started to deploy 
Multi-Factor Authentication (MFA) to increase the complexity of the access to the system. Despite, the 
MFA increase the security of the digital service the usable security should be given equal importance. The 
user behavior-based authentication provides a means to analyze the user interaction with the system in a 
non-intrusive way to identify the user legitimacy. This chapter presents a review of user behavior-based 
authentication in smartphones and websites. Moreover, the review highlights some of the common features, 
techniques, and evaluation criteria usually considered in the development of user behavior profiling.  
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INTRODUCTION  

Digital authentication provides a means to secure access to digital information through various 

technologies. It acts as a prime component in the access control system to mitigate the risk of unauthorized 

access (Grassi et al., 2017; Jayabalan, 2020). The traditional and most widely used approach to identify the 

legitimacy of the user consists of supplying a username and password, a system known as Single Factor 

Authentication. The password is the oldest and predominant authentication factor that exists in the 

information security world. It is the simplest method to implement and inexpensive, but it is prone to 

vulnerabilities such as users using weak passwords that are easily cracked, phishing attacks, and other 

common hacker techniques (Raza et al., 2012). The technological advancements plethora the usage of 

digital service that requires several authentication factors to be implemented to prevent malicious users. As 

such, there is a need for organizations to employ Multi-Factor Authentication (MFA) where increased 

complexity such as using a combination of two or more independent authentication factors (smart cards, 

biometrics, and security tokens) offers extra security protection (Andrean et al., 2020).  

Three-factor authentication using the combination of the above factors can offer greater privacy and 

security, but as it is more complex, and organizations also have to maintain acceptable efficiency levels, it 

is a greater challenge to implement. There is an increase in biometric authentication systems in several 

organizations since these grant access only after validating a subject’s unique characteristics (Memon, 

2017). Biometric authentication is broadly classified into physiological and behavioral. The physiological 

biometrics are based on the subject physical properties such as iris, fingerprint, face, and palm. Whereas 

behavioral biometrics measures the subject unique behavior or patterns from voice, keystroke, mouse 

dynamics, gait, and system usage, which can uniquely identify an individual (Aupy & Clarke, 2005; 

Ferbrache, 2016; Meng et al., 2015; Vielhauer, 2006).   

The behavioral biometric strike the balance between security and usability via monitoring the user behavior 

throughout the active session. According to Global Opportunity Report 2017, “Behavioral biometrics 

analyses specific human behavior with intelligent software, adding a new layer of security to verifying 

identification that is nearly impossible to replicate, without any additional stress for the user. Products and 

services in this market are moving digital security beyond simple passwords and pin codes, ensuring that 

as cybercriminals become more advanced, so too do everyday users” (DNV GL AS, 2017). 

The advancement of Artificial Intelligence provides a venue for the information security experts to make 

an informed decision through gaining insights from the historical user access logs. Access logs are an 

integral part of the system that collects traces of event that was executed by an individual entity. The logs 



are beneficial for experts to identify the deviation that has occurred in the process through monitoring and 

auditing of the operations. Moreover, logs can be effectively utilized in many ways; process mining is the 

process of extracting the historical log to identify the cause of business process deviation and to improve 

the business flow (Claes & Poels, 2014; Jayabalan & Thiruchelvam, 2017). It can be further extended to 

extract user behavior to perform additional authentication by integrating machine learning algorithms. 

The purpose of this chapter is to understand the potential inclusion of user behavior profiling in traditional 

authentication framework. Moreover, the chapter highlights some of the common features, techniques, and 

evaluation criteria usually considered in the development of user behavior profiling. The scope of this 

chapter is limited to user behavior-based authentication in smartphones and websites. This chapter is meant 

to be useful for identifying trends in user behavior profiling that will allow researchers to focus on areas 

that needs to be improved and new features that could be beneficial to stakeholders. 

At the end of this Chapter, you should be able to: 

• Understand the functionality and significance of user behavior authentication. 

• Identify the factors that are influencing the utilization of user behavior authentication in the digital 

information service to protect privacy and security. 

• Investigate existing and potential approaches with regards to the application of behavior biometric 

authentication. 

• Determine the possible challenges which might occur while introducing the user behavior 

authentication in digital service. 

 

ISO 29115:2013 

The ISO 29115:2013 provides a detailed framework for entity authentication assurance for the overall 

process in Information and Communications Technology (ISO, 2013). The standard categories the four 

authentication factors such as “something you know” (e.g., password, PIN), “something you have” (e.g., 

smart card, device), “something you are” (e.g., biometric characteristic) and “something you do” (e.g., 

behavior pattern).  

ISO 29115:2013 provides guidance to the four Level of Assurance (LOA) from “control technologies, 

processes, management activities and assurance criteria for mitigating authentication threats.” Each LOA 

describes the level of confidence in the authentication processes from Level 1 to Level 4 (Low, Medium, 

High and Very High). The determination of choosing the appropriate LOAs depends on several factors such 



as risk, authentication errors, misuse of credentials, the resultant harm/impact and the likelihood of 

occurrence. The user behavior-based authentication is suitable for LOA 3 and LOA 4. The requirements 

and implementation guidance of the LOAs are given in Table 1. 

 

Table 1. Requirements and Implementation Guidance of the LOAs 

Level Requirement(s) Implementation 

Level of 
Assurance 1 
(LOA1) 

No specific requirement for this level. This level is 
used when the minimum risk is associated with the 
data.  

- Simple username and 
password. 

Level of 
Assurance 2 
(LOA2) 

This level is used when the moderate risk is 
associated with the data. Necessary steps to be 
considered for reducing the eavesdropper, online 
guessing attacks and action on protecting stored 
credentials.   

- Single-factor authentication. 

Level of 
Assurance 3 
(LOA3) 

This level is used when a substantial risk is 
associated with the data. No special requirements 
for the generation of credentials.  

- Multi-factor authentication 
- Cryptography to be applied 
to the authentication 
information exchange and 
rest. 

Level of 
Assurance 4 
(LOA4) 

This level is used when the high risk is associated 
with the data. Should follow LOA3 
implementation and requirement for in-person 
identity proofing for human and the storage of 
cryptographic keys should be secured with the 
tamper-resistant hardware.  

- Multi-factor authentication 
- Cryptography to be applied 
to the authentication 
information exchange and 
rest. 
- Digital certificates for all 
ICT devices. 

 
 

 

 

 

 

 

 



USER BEHAVIOR PROFILING IN AUTHENTICATION 

This section discusses the results obtained from analyzing the existing studies on user behavior profiling 

based on the application and system usage. Authentication is one of the important factors for any level of 

digital service that requires validating user legitimacy and ensures user confidentiality. With the gradual 

surge in the number of security breaches across digital services in diverse industries such as healthcare, 

banking, military etc., organizations boost their security by using MFA that increases the complexity of the 

access to the system. The design of usable security should be given equal importance to reduce the 

hindrance level of users. Usability is one of the key drivers that makes a system good enough to be 

acceptable to the end-user and other stakeholders (Vasudavan et al., 2016). 

Biometric user authentication overcomes the issue of transferability of credentials, in which knowledge and 

possession of the credential are not belonging naturally to the owner. This means the biometric properties 

of an individual are distinct from one another and difficult to be transferred to another person. Behavioral 

biometric authentication considers the properties of an individual pattern captured during the interaction 

with the information system and use it as a mechanism to identify the legitimacy. Therefore, significant 

data loss can be avoided through the early detection of unusual behavior. User behavior profiling different 

from a traditional intrusion detection system in which user behavior is utilized to detect anomalies rather 

than tracking system or device behavior. 

The user behavioral profiling implication is demonstrated in the general Java Authentication and 

Authorization Service (JAAS) classes that are utilized to securely authenticate the client. It provides a 

modular framework allowing the applications to remain independent from underlying authentication 

technologies. Hence, providing a framework to customize based on the organization needs to implement 

the authentication factors. Figure 1 demonstrates the user behavior profiling in JAAS. 

The client-side application acquires user login credentials and environmental conditions as input and sends 

those parameters to the login module. The web logic server container (for example, RMI, EJB etc.) passes 

the parameters received from the clients to the web logic server. It sends the parameters to authentication 

providers to verify the credentials. A meanwhile, the environmental conditions are sent to the decision logic 

for measuring the similarity of data access and the decision logic decides whether to demand additional 

authentication based on the organization policy. The patterns are generated by the “behavior profile 

generator” from the user access log and stored into the “behavior profile data store” for the decision logic 

to classify the future user behavior.  



 

Figure 1: User Behavior Profiling Mapping in JAAS 

 

The below subsection will discuss the most commonly used features in the development of user behavior 
authentication, machine learning models and evaluation criteria to measure the performance of the model.  

 

Features  

The features are the important measures that are required for constructing user behavior profiling, which 

could identify future user behavior. Text analysis performed on the reviewed articles to identify the most 

commonly utilized features along with their relationships. Cluster analysis (k = 3) was performed with the 

extracted keywords to find the Jaccard's coefficient based on the agglomerative order. Figure 2 shows the 

Dendrogram for the feature, which resulted in two clusters and one single word removed from the cluster.  
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Figure 2. Dendrogram for the keyword Feature 

 
In a typical web-related application, general features such as browsing sequence, time, date, Internet 

Protocol (IP) address are usually considered in user behavior profiling. The parameter for mobile devices 

constitutes, the mobile sensor, spatial and the general usage of varied applications are usually considered 

during the development of profiles. The user call and time are directly linked, and the time parameter has a 

strong link between the location in which the user accessed (usage) the file and the system.  

The user behavior profiling pertaining to the system and application interactions generates an enormous 

amount of dense data. The significant challenges arise due to an increase in model training time and 

accuracy in detecting legitimate users. In addition, utilizing the dense data generated from the different 

sensors and access logs may not produce useful behavior, thus reducing the quality of user profiling. The 

application of dimensionality reduction techniques over dense data can overcome the issues. Researchers 

considered the smoothing function to reduce the noise and extract the most usable behavior from the dense 

data using additive smoothing, moving average which yields better accuracy (Albayram et al., 2013; Li et 

al., 2014). 

 
User Behavior Learning Methods 
 
User behavior learning is a process of understanding the human interactions with information systems and 

different means to extract profiles for identifying future user behavior. The dynamic behavior propels the 

obstructive user authentication in client machines such as mobile devices, desktops, laptops, cloud 

computing and the Internet of Things (IoT). 



The advancement in the mobile device provides a multifaceted approach towards user behavior profiling 

with the increase in quality of in-built sensors and capabilities to process different applications with ease 

of access (Ismael et al., 2020). The locking/unlocking of the mobile device provides inconvenience, thus 

causing the user not to adopt secure authentication. Therefore, one study has shown the possibility of 3-

dimensional sensors in the verification as soon as the unlock event action initiated by the user to detect 

anomaly (Buriro et al., 2017). For the readers to understand the user behavior perspective of 

locking/unlocking the smartphone, refer to the article (Mahfouz et al., 2016). 

Social network usage is increasing at a rapid rate through the use of a smartphone, leading to utilize them 

in continuous authentication. TrackMasion is a behaviometric analytics platform to monitor social network 

usage to identify user behavior and utilize it in mobile authentication (Anjomshoa et al., 2016). Further, 

Radial Basis Function Neural Network applied on the short messaging service to create a linguistic profile 

that can be used to determine the user behavior and perform continuous authentication (Saevanee et al., 

2011). 

One study trained the model using n-gram and utilized the perplexity method to predict the 

abnormal/normal behavior. The spatial and temporal parameters usage in the construction of user behavior 

generates a significant number of instances. As such, the additive smoothing method was considered to 

extract the instances for training (Albayram et al., 2013). In another study, the system-level user behavior 

model proposed to collect data from the registry, file system, as well as general actions performed in the 

system such as creation and deletion. The features were selected through the fisher method and multivariate 

Gaussian mixture were utilized to build the model (Yingbo Song et al., 2013).  

Cloud computing offers several benefits to an individual and organization without requiring the user to 

have any knowledge of the infrastructure used by the service providers. Further, virtualization in cloud 

computing provides an opportunity to increase or decrease IT resources as needed to meet the demands. 

However, privacy and security are a major concern in storing the organization sensitive information in the 

third-party server (Kubbo et al., 2016). Thus, several researchers focus on the incorporation of user behavior 

analysis for anomaly detection and misuse of the service. The user profiling system using Fuzzy and genetic 

algorithms to monitor the usage pattern and detect suspicious activity in the system (Sahil et al., 2015).  

Further, research proposed user behavior analysis for the cloud users through analyzing the application 

usage and multi-algorithmic approach (Adaptive classifier) implemented for each service to achieve better 

performance (Al-bayati et al., 2016). In addition, to the general discussion on the different learning methods 

discussed earlier, this section further introduces three classifications of user behavior learning methods 

based on their applications.  



 

Steering behavior 

 

The user behavior profiling generated based on the predefined set of sequences can be effectively utilized 

in analyzing the behavior such as web page navigation. One study (Alswiti et al., 2016), proposed a k-NN 

algorithm for building the classifier based on the user navigation historical data. Another study constructed 

the user profiles based on the unigram Markov model, which allows to construct of a logical sequence. The 

utilization of the entire web class leads to a higher false-positive rate, thus only the top k/2 web classes are 

considered along with the browsing time and classes of web pages (Zhao et al., 2016). However, the 

researchers do not consider a logical relationship between the web pages. 

The user interacting with a web application is considered as a web language through which user actions are 

modeled as words. The n-gram was utilized to predict user behavior based on past usage patterns (Milton 

& Memon, 2016). It was performing better in binary classification when compared with multi-

classification. Moreover, the performance of the model entirely dependent on the keyword abstraction and 

even a slight change affects the ability to detect the anomaly and requires high performance computing 

environment. Most of the web browsing sequences reported the need for a greater number of instances to 

increase the accuracy of the model (Milton & Memon, 2016; Zhao et al., 2016). Interested readers to 

understand the process involved in weblog mining can refer to this article (Pabarskaite & Raudys, 2007). 

 

Trust behavior  

 
Trust is an important notion to believe an entity is a legitimate person accessing the system without any 

malicious intent (Jayabalan, 2020). The trust of a user is calculated using several parameters such as the 

number of transactions, credibility of feedback, transaction context and community context. The trust vector 

generated using these criteria are applied with association rule mining to generate user behavior. The 

obtained patterns are applied with a Bayesian classifier to determine whether the given user access is 

trustworthy or untrustworthy (D’Angelo et al., 2016). Similarly, (Brosso et al., 2010) proposed continuous 

authentication through analyzing the user behavior, which is computed using the measure of confidence on 

the various environmental factors and scores are evaluated using the Neuro-Fuzzy to determine the trust 

level. 

In (Kent & Liebrock, 2013), proposed user authentication for a large-scale enterprise to model the behavior 

using graphs and the characteristics of the graphs are utilized to build the logistic regression model. The 



concept of graphs only benefited in providing basic insights into potential credential mixing risks within 

the network. Another study proposed an adaptive authentication for Malaysia government e-service, which 

combines multiple applications with single sign-on capabilities (Bakar & Haron, 2014). The user behavior 

profiling is generated based on the frequency of attribute values and the approach does not find the 

correlation between them. It lacks predictive capability, high variance in certain attributes, and does not 

adapt to the most recent changes. 

One study proposed the use of an “Interactive Dichotomiser 3” algorithm to characterize the behavior of 

the user authentication and utilizes the Random Petri network model to analyze the credibility (Lu & Xu, 

2014). The credibility degree is computed on normalized user behavior and assigned different levels of trust 

score to access the data. However, the authenticated users are allowed to directly access the resources based 

on the roles and user behavior is analyzed at a later stage. This approach needs to compromise on a certain 

amount of data loss before the anomaly is being identified. There are additional problems in characterizing 

the user behavior, for instance, only the attributes with the highest entropy are selected and the remaining 

attributes are not utilized when the instances are correctly classified with fewer attributes, thus, leading to 

an overfitting problem. Secondly, the approach does not perform better when there are limited instances. 

The mobile phone operates with limited resources leads to the computational overhead of processing the 

trust score within the device considering the entire user behavior activity of different applications with 

spatial and temporal parameters. Hence, the cloud platform provided an efficient infrastructure to process 

the trust score using the probability to determine the legitimacy of a user (Chow et al., 2010). 

 

Trial Behavior  

 
Generating a challenge question based on the previous transactions dating back over a decade (B. & 

Venkataram, 2007). With the recent era of Big Data and its technologies, the possibilities to generate user 

behavior with the huge volume of data from different sources leads to the prospects of constructing 

challenge questions in authentication framework (Ibrahim & Ouda, 2016). The knowledge of historical user 

transactions is the key factor to identify the legitimacy of the user based on the challenge questions.  

The questions are usually generated based on the predefined features mapped with the user transactions to 

measure the frequency of actionable items (Skračić et al., 2017). Notwithstanding, mobile misuse is a major 

challenge and the researchers' utilized mobile application usage for building the user profiles. The rule-

based classifier is used for determining the probability of the event and neural networks for analyzing the 



call history (Li et al., 2014).  

The recommender system analyzes user needs and preferences by finding the correlation between the user, 

items, rating or reviews. The recommender system has been implemented to identify the top selling items, 

products, customer demographics, past buying behavior, search history and can also consider social 

connections of the specific user (Katarya and Verma, 2016; Rana and Jain, 2012; Tarus et al., 2017). 

Further, the researchers have shown the possibilities of generating user behavior profiles and dynamic 

challenge questions based on past transactions with the help of collaborative filtering (Ibrahim & Ouda, 

2017). 

 

Evaluation Criteria  
 
The models are built on the annotated data should generalize well on future unseen data (Raykar & Saha, 

2015). A decent estimate of the model performance is an important characteristic that usually computed 

through measuring accuracy in order to detect the future predicted behavior. The performance evaluation 

metrics are broadly classified into the threshold, probability, and ranking metrics. These metrics are the 

scalar group method that presents the classifier performance in a single score value, thus making it easier 

to compare and contrast the results with other metrics. In most cases, these types of metrics are employed 

in three different evaluation applications (Hossin & Sulaiman, 2015). 

• Generalization: In this evaluation, the metrics were used to measure the generalizability and 

quality of the summary on the trained classifier. The common metrics utilized for this evaluation 

consist of accuracy and error.  

• Model Selection: The best classifier among the different trained classifiers are selected based on 

the performance of the test set.  

• Discriminator: The evaluation metrics are employed to discriminate and select the optimum 

classifier during the validation. 

 
In order to measure the performance of generalization and model selection, all the three discussed 

evaluation metrics (threshold, probability and ranking) can be employed to measure the effectiveness. 

However, only certain types of metrics from the three categories utilized for discriminating the classifier 

such as A Receiver Operating Characteristic Curve (ROC), confusion matrix etc. (Caruana & Niculescu-

Mizil, 2004; Han et al., 2012; Marcot, 2012). The commonly used evaluation methods for user behavior 



profiling are listed below (Pisani et al., 2016). 

• False Acceptance Rate (FAR) measures how often a classifier falsely identifies an impostor as a 

genuine user by calculating false matches over total impostor match attempts. 

• False Rejection Rate (FRR) measures how often a classifier falsely identifies a genuine user as an 

impostor by calculating false rejection over total genuine match attempts. 

• Equal Error Rate (EER) measures the threshold point between FAR and FRR. 

• Accuracy rate measures correct classification obtained by the classifier in percentage; and 

• Integrated error measures the portion of the area resulted by plotting FAR and FRR together. 

 

 
DISCUSSION AND FUTURE DIRECTION 
 
 
This section presents the discussion and future directions of user behavior-based authentication. The 

behavioral biometrics authentication uniquely identifies legitimate users from the adversary based on the 

behavioral trail. The concept of behavioral biometric dates back to over a century and was even utilized in 

World War II to uniquely identify the telegraph operators based on the keystroke dynamics. The approach 

was termed as “Fist of the Sender” to uniquely identify and validate the sender message by analyzing the 

typing rhythm, pace, and syncopation of the telegraph keys (Banerjee & Woodard, 2012). Behavioral 

biometrics such as keystrokes and mouse dynamics, which are usually captured under static and controlled 

conditions. These approaches are vulnerable to replay attacks, human interaction simulation and advanced 

malware injections. However, the behavioral biometrics are trained as the user operates the system which 

is difficult to be mimic by the robots due to the invisible challenge and improve security with a cognitive 

fingerprint of the user (Ferbrache, 2016; Turgeman & Zelazny, 2017).  

The researchers’ major perseverance to adopt the user behavior analytics in authentication is to detect 

insider threats, prevent misuse and usable security. The system level attacks are well planned, and several 

security tools are utilized to monitor and prevent external threats to organization wide networks. 

Nevertheless, the insider threat and misuse are a major concern to the organizations where co-workers or 

imposters steal credentials and access the sensitive information, which able to be detected through user 

behavior profiling (Al-bayati et al., 2016; Li et al., 2014; Yingbo Song et al., 2013). The 2017 Verizon Data 

Breach Investigations Report says, “Insider misuse is a major issue for the Healthcare industry; in fact, it is 

the only industry where employees are the predominant threat actors in breaches”. Just over half of the 

incidents with confirmed healthcare data disclosure analyzed were due to privilege misuse and misdelivery 



(Verizon, 2017). 

With the Health Insurance Portability and Accountability Act (HIPAA) and ISO22600-1:2014 requiring 

healthcare organizations to boost security by using MFA that increases the complexity of the access to the 

system, the design of usable security should be given equal importance (ISO, 2014; Jayabalan & O’Daniel, 

2016; Tipton et al., 2016). As such, healthcare practitioner behavior and the nature of their interaction with 

security features should be considered as an important characteristic at the design stage (Jayabalan & 

O’Daniel, 2019; Realpe-Munoz et al., 2016). In studies conducted to identify usability issues in electronic 

health record authentication, the major concerns among healthcare practitioners were revealed to be 

efficiency and availability (Ferreira et al., 2011; Wang & Jin, 2008). It was further noted that practitioner 

acceptance and attitude depend on electronic health records usability (Kaipio et al., 2017).  

According to Gartner, “Affiliated physicians are not employees of the healthcare delivery organization but 

have an elective relationship. Obliging the affiliated physician to use an OTP hardware token may sour and 

even curtail that relationship. Adopting contextual/analytic and adaptive capabilities can minimize the 

burden of higher-trust authentication on physicians by limiting its use to only those instances where the 

level of risk demands it” (Mahdi et al., 2016).  

A semi-structured interview for the physiological needs for privacy and security in smartphones resulted in 

a low response from the participants (Kraus et al., 2017). Since the individual expectations are beyond the 

need for general authentication. However, this might not be the case for an organization to adapt user 

behavior profiling. As the behavioral patterns constructed based on the application usage in a continuous 

manner (intrusive monitoring) to ensure the verification process is carried out in a user-friendly way without 

any additional efforts from the user. 

The trail behavior discussed in the previous section focused on generating the challenge questions based on 

the historical transactions. It might be suitable for industries such as social networks, e-commerce, banking 

and finance. However, the information security experts should consider the users' age as an important factor 

before deciding to adopt this variant. Because older people face age-related impairments which might affect 

their ability to recall their historical transactions (Vasudavan et al., 2016). The trust behavior variant focuses 

on calculating the risk associated with user authenticity and applies a mathematical formula to compute a 

trust score or rank. This method of authentication is more suitable in different areas such as handheld 

devices, IoT, and dynamic industries. Cloud computing, National Security and Intelligence, military, and 

healthcare works in a unique operating environment, and high impact of threats that requires additional 

mechanisms to protect privacy and security (Jayabalan, 2020). For instance, the cloud service provider 



offers the organization to manage their service which requires dynamic threat assessment (Ehsan Rana et 

al., 2017). Thus, user behavior profiling through its implementation can assess the user risk and trust using 

the vulnerability of the current environment, threats and integrity of user with the historical user behavior. 

People tend to exhibit certain uniqueness in the level of interaction to the system which can change 

gradually over the course of time, thus pattern aging is one of the root causes to influence false positives or 

error rates (Clarke, 2011). Accuracy can be improved by dynamically adopting the most recent changes in 

user behavior. However, renewing the template might include the illegitimate usage which an imposter 

might be accepted by the system over time as the genuine user (Al-bayati et al., 2016). One article considers 

this issue and addressed using the change point detection with the fixed sliding window for the number of 

instances using time series (Al Solami et al., 2010). Further studies required in identifying illegitimate usage 

while renewing the template. 

Another major challenge to information security experts in user behavior-based authentication is to 

overcome the cold start problem for the new users, which is not addressed in the existing studies. The new 

users without having any access trails will most likely not be selected for continuous authentication, which 

is referred to as “cold start”. However, it can be overcome by using the general access templates for 

individual role-based profiles. 

The general hypothesis in authentication factors is “a successfully authenticated subject is a truthful owner 

accessing the information”, thus naïve to authorization mechanism allowing an intruder to take for granted. 

Further research can consider the access policies (XML, Web Ontology Language) that represent the 

semantic meaning of every object and its relationships based on the user roles to monitor along with the 

user behavior (Jayabalan & Oadaniel, 2018). Thus, a combination of authentication mechanisms can be 

tailored based on the consumption of different sensitive data. For instance, fingerprint authentication is 

required to access highly sensitive data from certain locations and single factor authentication (username 

and password) is sufficient to access highly sensitive data from the trusted region and device. 

There are two perspectives of privacy risk in user behavior profiling, first order and second order; the 

leakage of single information is known as first order privacy risk. The second order privacy risk arises due 

to the user profiling and data mining techniques that are applied to individual data access (Bal et al., 2015). 

Hence, access confinement and distorting data are methods used to protect sensitive data. At the user data 

profiling depository phase, encryption techniques such as Identity-Based Encryption and Attribute-Based 

Encryption are well-known apart to protect while data stored in the cloud vendor or server. The privacy-

preserving techniques are mainly acquired in the data processing step of big data analytics. Data 



anonymization, also known as data masking or data desensitization, is used to obfuscate or conceal any 

sensitive data about an individual, thus limiting the person’s re-identification (Rajendran et al., 2017). 

Further research needed in virtue of overcoming second order privacy risks through the application of 

cryptographic and privacy preserving techniques.  

 

CONCLUSION 
Authentication is a fundamental security mechanism to protect user privacy and security in digital services. 

There are several methods proposed in the existing studies to secure data with multifactor authentication 

and usability is always a concern. Transparent and continuous authentication provide a better tradeoff 

between security and usability. Employing user behavior-based authentication to the existing multi-factor 

authentication framework will provide additional security to the system without user intervention. There is 

a need for continuous authentication to be performed in the industries managing sensitive data through 

analyzing the user behavior towards their digital services to detect the potential threats. 

User behavior-based profiles are created based on the pertinent information from the historical access log. 

The confidence levels are computed based on the similarity between the real-time factors with the existing 

patterns to determine the legitimacy of the user. The user behavior-based authentication was demonstrated 

using the Java Authentication and Authorization Services for the information security experts and 

developers to understand the implementation details. Further, the taxonomy of the user behavior learning 

methods was introduced in this chapter such as trail behavior, trust behavior, and steering behavior. The 

application of machine learning and natural language processing was dominant in trail behavior and steering 

behavior. Whereas trust behavior is an amalgamation of the aforementioned techniques with probability 

and statistics. This chapter also presented the most common issues to be dealt with whilst the organizations 

adopt user behavior-based authentication to protect privacy and security. Moreover, the chapter highlighted 

some of the research gaps with a lack of empirical studies.  
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KEY TERMS AND DEFINITIONS  

Access Policy: A list of roles and resources to which the access permissions are defined for an 
individual role. 
 
Cloud Computing: On demand availability of computing power and data storage capacity. 
 
Continuous Authentication: A verification method aimed to provide identity confirmation and 
cybersecurity protection on an ongoing basis. 
 
Intruder Detection: A software application or device to monitor the organization network for 
unusual activity. 
 
Keystroke: The pressing of a single key on a keyword. 
 
Mouse Dynamics: A tiny patterns and variation in the mouse and/or pointer movements while 
the user interacts with the screen. 
 
Transparent Authentication: A verification method aimed to assess the user behavior in a non-
intrusive way to identify the legitimacy.  
 
Usable Security: A process to ensure the security products and services are usable by those who 
need them. 
 
 
 
 

 


