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Abstract 

Water is essential to our daily lives, we consume water in many ways, from drinking it 

to washing and bathing ourselves. In many developed countries such as the United Kingdom 

however these standards are ensured by water suppliers who processes and treat water 

before it enters the drinking water supply. This process involves the monitoring of water 

catchment areas used by treatment works which is currently monitored through manual 

methods only enabling the monitoring of small areas of large catchment areas. This thesis 

presents work that could enable the remote real time monitoring of water catchment sites. 

 This thesis presents work showing the impact of conductivity on radio frequency 

communication distances and showing real world communication distances in the Leeds 

Liverpool canal of up to 7 meters at data rates of 1.2 kbps The real world experiments 

showed that lower baud rates could achieved larger communication distances, with further 

work undertaken at a water catchment site where communication distances of 17 meters at 

data rates of 1.2 kbps achieved with direct communication and showing data transmission 

across the air water boundary. 

 This thesis also explores the development of microwave sensors for the detection of 

Geosmin and Alphacypermethrin in water samples, both of which are common contaminates 

within water catchment areas. This thesis applies machine learning to microwave data sets to 

identify frequencies sensitive to contaminates at levels as low as 5 ng/l for Geosmin and 

25mg/m2  for Alphacypermethrin, enabling the future development of a microwave sensor 

targeted at the detection of these contaminates. 
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1 Introduction 

1.1 Problem statement 

Surface water covers around 70% of our planet, filling our oceans lakes and rivers; 

according to the World Health Organization (WHO) in 2017 only 71% of the global population 

used a water source that was located on the premises, available and free from 

contamination [1].   

In 2019 the World Bank published a report into the growing issue of water quality 

describing it as the invisible water crisis. The report identified that the most important priority 

in tackling water quality issues was monitoring systems, calling for overlapping systems such 

as remote sensing and machine learning to add layers of verification [2].  

Water contamination is a growing issue around the world; with water being a finite 

resource, more and more research is focusing towards the monitoring of large bodies of water. 

One form of water contamination of increasing concern is pharmaceutical contamination [3, 

4], entering water from sources including the improper disposal of pharmaceuticals, human 

waste product and manufacturing plants [5] and is a global issue with investigations carried out 

across the world [6] including the USA [7], Sweden [8] and Germany [6, 9]. 

Pharmaceutical contamination is not the only form of contamination for water, with 

growing levels of heavy metal contamination within water being a growing cause for concern, 

with contaminants often entering water supplies in areas involved in mining activities [10]. 

Contamination of water with heavy metals has been reported across the world including 

Korea [11], England and Wales [12, 13]. 
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Farming activities have also been identified as introducing contaminants into water 

bodies, introducing contaminants into water supplies from runoff and leaching into the ground 

[14, 15]. Contaminants introduced can have a significant impact on ecology and human health, 

nitrogen and phosphates can be introduced from farm run-off leading to eutrophication of water 

supplies leading to a decline in water quality, limiting its use in drinking water [16].  

The WHO has published recommend guidelines for drinking water quality, setting out 

the maximum recommended levels of a range of common contaminants [17]. Individual 

governments have introduced their own legislation to enforce water quality; within the UK 

water supplied to consumers is governed by legislation [18]  which covers a range of 

contaminants including nitrates, phosphates and pesticides. Within the UK water is supplied 

by private companies after the privatisation of water through the Water Act 1989 [19] which 

sold the 10 regional water authorities established by the previous Water Act 1973 [20], with 

water companies responsible for ensuring that supplies meet required standards.  

Water suppliers are responsible for ensuring that water supplied to the end consumer is 

suitable and in line with the appropriate legislation, failure to abide by legal standards can lead 

to fines and other penalties. One of the most important parts of ensuring that water meets 

standards is to monitor the water intake sources such as reservoirs; understanding the quality 

of the water intake informs the treatment works of what contaminants need to be removed and 

in what quantities.   

Presently utility companies use manual sampling methods to take samples from 

reservoirs and other intake sources, often these samples are taken from single points at the edge 

of the catchment area, limiting the insight that these samples provide. The samples are then 

taken to labs where they are processed and the relevant quantities of contaminants are 

identified, once this process is completed the treatment works can take action to adjust the 

water treatment process being applied based on the water intake quality.   
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Current processes pose two key issues, the first is that samples only represent a small 

area of what can be considerable bodies of water, so the samples do not reflect the water quality 

across the entire catchment area. The second issue is the time and effort required to take 

samples and process them, which introduces a delay between changes in the catchment area 

occurring and the changes being detected and acted upon.  

Developments within wireless and sensor technologies have helped to develop a 

revolution of internet connected devices and sensor technologies capable of producing and 

relaying data in real time over geographically distributed areas. These developments have 

helped to enable a range of sensor networks that are able to collect data across large areas with 

applications such as air quality monitoring [21], connected smart farming [22] and smart street 

lighting management systems [23], which are all applications of IoT (Internet of Things). 

The limitations that current methods of monitoring of catchment sites have, of limited 

samples and time delay, could be avoided through the use of a distributed sensor network, 

equipped with sensors to measure and quantify contaminants. These sensor readings could be 

taken across the whole catchment site through a wireless sensor network where data could be 

processed by treatment works operatives and acted upon in real time. Such an approach would 

enable a reactive approach to be taken to contaminants and provide a more reliable method of 

monitoring the intake water quality. 

A real-time water quality monitoring system, capable of being deployed for prolonged 

periods would enable a better monitoring approach for water catchment sites, enabling larger 

data sets to be collected which could then be processed to potentially predict contamination 

incidents.  
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1.2 Novelty 

A wireless sensor-networking platform for the long-term deployment of sensors 

targeted at water quality monitoring with a sensor targeted at the detection of Geosmin 

contamination of levels, usable by industry. 

1.3 Research Aim and Objectives 

1.1.1 Aim 

The aim of this research project is to develop a system capable of the real-time detection 

of contaminants, focusing on Geosmin within large water bodies such as reservoirs using a 

dispersed multi-hop sensor network.   

1.1.2 Objectives 

- Research environmental monitoring methods within the UK including contaminants, 

sensor technologies, data analysis using machine learning and underwater 

communication. 

- Research considerations for using radio frequency in an underwater environment. 

- Create a multi-hop networking platform, capable of functioning in an underwater 

environment using RF communications and evaluate the performance of the platform.  

- Create a microwave-based sensor capable of detecting Geosmin, which could be 

integrated into the deployed wireless sensor-networking platform.  
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1.4 Overview 

Chapter 2 examines environmental monitoring within the water industry. The chapter 

covers the legislation within the UK and the contaminants, and the maximum allowable 

concentrations allowed. The chapter explores sensor technologies within the water industry, 

examining a range of sensors that are used within the industry. Chapter 2 also covers machine 

learning approaches to processing sensor data. 

Chapter 3 examines in detail the considerations for radio frequency in underwater 

wireless sensor networks. The chapter covers antenna designs including examples of antenna 

designs that have been used in previous works. Chapter 3 also examines the propagation of 

electromagnetic waves and how loss can occur. The chapter also explores modulation 

techniques before covering digital communication data rates, examining factors that impact on 

the obtainable rates of communication. The chapter also covers routing approaches in wireless 

sensor networks as well as security considerations within wireless sensor networks.  

Chapter 4 presents experimental works undertaken in the implementation of an 

underwater wireless sensor-networking platform using radio frequency. The chapter presents 

experimental work examining the role that conductivity plays in signal attenuation. The chapter 

presents experimental work into underwater communications in a real-world environment to 

create a point-to-point link, the experiments examine how data rates can impact upon 

communication distances. The chapter presents further real-world experiments at a water 

catchment site using a small multi-hop sensor network to increase communication distances. 

Finally, this chapter presents simulation results to examine the performance of the sensor-

networking platform.  
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Chapter 5 presents an analysis approach to identifying frequencies that could be used 

to detect contaminants using microwave spectroscopy. The chapter presents a two-step 

approach to identifying frequencies that could be used to detect contaminants. The chapter 

presents the application of the outlined process to two data sets for two contaminants with 

microwave spectroscopy. 

Chapter 6 concludes the thesis, recapping on the important facts of each chapter and 

how they relate to the works undertaken. The chapter identifies the contributions to knowledge 

and how they have been disseminated. Finally, the chapter identifies future work that should 

be undertaken to expand the works presented within this thesis further.  
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2 Environmental monitoring 

2.1 Introduction 

Water is used in many aspects of life, from drinking and food preparation to bathing 

and washing; ensuring that we have a safe source of water is a vital issue and which many 

people in the United Kingdom take for granted. The quality of water plays an important role in 

ensuring consumer confidence in the safety of the water that they drink. The World Health 

Organisation (WHO) has published guidelines on safe levels for a variety of common water 

contaminants [1], the guidelines cover a range of contaminants including nitrates, heavy metals 

and pesticides.  

Contaminants within the guidelines set out by WHO such as nitrates have known human 

health risks, with contaminants such as heavy metals causing acute heavy metal poisoning as 

well as other health issues including miscarriage and premature birth in women[24]. There are 

other contaminants within WHO guidelines such as pesticides which are also known to have 

adverse effects on human health including some being known carcinogens[25].   

WHO guidelines are not directly enforceable in a country, instead legislation must be 

in place to enforce any legal limits. The United Kingdom (UK) enforces its own limits of 

contaminants the legislation in The Water Supply (Water Quality) Regulations [18], the 

legislation sets out contaminants that must be monitored by water suppliers and the maximum 

acceptable levels. Should water companies fail to meet these requirements then penalties may 

be enforced by the regulator. 
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Over the years a wide range of sensor technologies have been deployed to monitor 

water quality metrics[26-28]. However, these sensors in many instances are not suitable for a 

continuous monitoring approach either due to the reliance on equipment that must be used in a 

lab-based setting, or the requirement of reagents. Where sensors have been developed that are 

suitable for continuous monitoring however there is a lack of a communication platform to 

support their deployment in an underwater environment, making it impossible to fully exploit 

these developments in sensor technologies, with previous attempts relying on communication 

systems that are not submerged such as the SmartCoast system[29].  

This chapter explores environmental monitoring, examining the quality levels that 

water suppliers must meet after water treatment. This chapter also examines the current sensing 

technologies available for contaminants for Geosmin and pesticides, two contaminants that are 

of importance to water suppliers. Finally, this chapter explores underwater communication 

methods that could be used to form a network of sensors to monitor intake areas for water 

treatment works such as reservoirs, enabling detailed data capture across an entire catchment 

site.  
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2.2 Contaminants in water 

2.2.1 Introduction 

With the potential risks that poor water quality can have on human health, many 

countries set out legislation to define legal limits on the amount of contaminants that can be 

present in water for human consumption The UK has legislation[18] that covers a number of 

contaminants within the legislation which defines levels of contaminants that water companies 

must not breach in their supplies to consumers.  

It is important for water companies to comply to the levels set out in legislation to 

ensure compliance with the law and ensure that they do not endanger the health of the 

consumers that they supply. It is important for water companies to understand the quality of 

the water within the catchment area of a water treatment works so that they ensure that the 

correct processes are applied so that contaminants are suitably removed to ensure compliance 

with the levels set out in legislation.  

Each contaminant within the legislation has a prescribed maximum allowable quantity 

that can be found and the point at which water must comply to the prescribed level.  Some 

contaminants such as coliform bacteria have strict levels of none being present, with the point 

of compliance being both at the water intake point of the reservoir and at the consumer’s 

tap. Other contaminants such as nitrates have a prescribed level of 50 mg/l which must be 

complied with at the point of the consumer’s tap.  Table 2-1 provides a full list of 

contaminants that are regulated under the legislation in The Water Supply (Water Quality) 

Regulations [18].  
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Table 2-1Maximim allowable quantities of contaminants allowed by law in UK water supplies 

Contaminant Maximum allowable quantity Units of measurement Point of compliance 

Enterococci 0 number/100ml 
Reservoirs and treatment 
works 

Escherichia coli 0 number/100ml 
Reservoirs and treatment 
works 

Coliform bacteria  0 number/100ml 
Reservoirs and treatment 
works 

Acrylamide 0.10 µg/1   

Antimony 5.0 µgSb/1  
 

Consumer’s taps 

Arsenic 10 µgAs/1  Consumer’s taps 

Benzene 1.0 µg/1 Consumer’s taps 

Benzo(a)pyrene  0.010 µg/1  Consumer’s taps 

Boron 1.0 mgB/1  Consumer’s taps 

Bromate 10 µgBrO3/1 Consumer’s taps 

Cadmium 5.0 µgCd/1 Consumer’s taps 

Chromium 50 µgCr/1 Consumer’s taps 

Copper 2.0 mgCu/1 Consumer’s taps 

Cyanide 50 µgCN/1  Consumer’s taps 

1, 2 dichloroethane 3.0 µg/1 Consumer’s taps 

Epichlorohydrin 0.10 µg/1  

Fluoride 1.5 mgF/1 Consumer’s taps 

Lead 10 µgPb/1 Consumer’s taps 

Mercury 1.0 µgHg/1 Consumer’s taps 

Nickel 20 µgNi/1 Consumer’s taps 

Nitrate 50 mgNO3/1 Consumer’s taps 

Nitrite 
0.50  

0.10 
mgNO2/1 

Consumer’s taps 

Treatment works  

Pesticides 0.030 µg/1 Consumer’s taps 

Aldrin 

Dieldrin 

Heptachlor 

Heptachlor epoxide 

0.030 µg1 
Consumer’s taps 
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Other pesticides 0.10 μg/l Consumer’s taps 

Pesticides: total 0.50 µg/1 Consumer’s taps 

Polycyclic aromatic hydrocarbon 0.10 µg/1 Consumer’s taps 

Selenium 10 µgSe/1 Consumer’s taps 

Tetrachloroethene and 
Trichloroethene 

10 μg/l Consumer’s taps 

Trihalomethanes: Total 100 µg/1 Consumer’s taps 

Vinyl chloride 0.50 µg/1  

Aluminium 100 µgA1/1 Consumer’s taps 

Colour 20 mg/1 Pt/Co Consumer’s taps 

Iron 200 µgFe/1 Consumer’s taps 

Manganese 50 µgMn/1 Consumer’s taps 

Odour 
Acceptable to consumers and no 
abnormal change  

 Consumer’s taps 

Sodium 200 mgNa/1 Consumer’s taps 

Taste 
Acceptable to consumers and no 
abnormal change 

 Consumer’s taps 

Tetrachloromethane 3 µg/1 Consumer’s taps 

Turbidity 4 NTU  

 

Two issues are Odour and Taste, these are not specified as contaminants but rather as 

properties of the water itself, for this reason no quantity is set other than them being acceptable 

to the end consumers and have no abnormal change. One main cause of taste and odour sources 

in water is Geosmin [30], a natural occurring organic compound that is produced by the 

breakdown of organic material such as algae in water catchment sites. 
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Another common family of contaminants that are regulated through legislation are 

heavy metals such as Lead, Chromium, Iron, Copper, Manganese, Cadmium, Mercury, Nickle 

and Arsenic. These contaminants can all lead to heavy metal poisoning, each contaminant has 

different symptoms but all include abdominal pain and nausea, other symptoms can include 

Hart abnormalities, kidney and liver damage, brain dysfunction and miscarriage or premature 

labour in women[24].  

Nitrates are another common contaminant within water catchment sites that needs to be 

treated and removed before water can be supplied to the end consumer. Nitrates can be 

introduced to water catchment sites in a variety of ways including the run-off from farms during 

heavy rain. Nitrates can be closely linked to an increase in the concentrations of Geosmin 

within water. Increased nitrate levels within water allow for a growth in algal blooms within 

catchment sites, which leads to an increase in odour and taste complaints from a rise in 

Geosmin levels[31]. 

Pesticides form another group of contaminants regulated by legislation, these 

contaminants include specifically named pesticides including Aldrin, Dieldrin, Heptachlor and 

Heptachlor epoxide. Legislation sets limits on the specified pesticides as well as any other 

pesticides with a limit on the total quantity of pesticides. Pesticide contaminants can have a 

range of impacts on human health. Pesticides have several other potential impacts on human 

health including dermatological, gastrointestinal and neurological impacts as well as 

carcinogenic, respiratory reproductive and endocrine effects [25]. 
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2.2.2 Geosmin 

Geosmin in the water supply 

Geosmin is an odour causing contaminant that can occur in large bodies of water, 

Geosmin is often introduced into reservoirs and lakes through the decomposition of organic 

matter such as algae broken down by microorganisms[32]. As previously highlighted nitrate 

contamination can lead ultimately at an increase in geosmin contamination of water bodies. 

Geosmin is a significant challenging contaminant to detect as humans can detect geosmin at 

extremely low concentrations of just 4 ng/l[33]. 

UK regulations do not specify any allowable level of geosmin contamination that is 

acceptable either at the consumers’ taps or in natural bodies of water, however in both cases 

legislation is clear that water should be of an acceptable odour. Geosmin has a distinctive earthy 

aroma and gives beetroots their distinctive smell and is the cause of the earthy smell that often 

occurs after rain also known as petrichor.   

Geosmin does not pose a direct impact to human health, however taste and odour in 

drinking water is the only way an end consumer can determining the safety of tap water[34].  

Odour complaints are one of the leading causes of complaints to water suppliers with 17,000 

contacts being made to companies regarding odour issues in 2018[35]. 

Geosmin can be removed from water supplies with several treatment methods available, 

one commonly used method is the use of Powdered Activated Carbon (PAC), the process is 

normally only used during an outbreak of odours and takes place before the filtration stage of 

the water treatment process.  
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Detection methods 

There are several methods of detecting geosmin levels in water, one such method is the 

use of solid-phase micro extract and gas chromatography proposed McCallum et al[36]. The 

methodology set out by McCallum provided a detection level of 1 ng/l and a good linearity 

over a range of 5 ng/l to 40 ng/l. Other work by S Keita et al[37] showed the use of gas 

chromatography with solid phase micro extraction to detect Geosmin at levels of 0.6 pg/ml. 

Another detection method proposed by G. S. Braga et al[38] developed an electronic 

tongue to detect geosmin. The sensors used conducting polymer sensors to detect geosmin at a 

concentration of 25 ng/l up to 300 ng/l. The threshold of 25 ng/l is significantly below the needs 

of industry in order to successfully detect at the same levels as humans. 

M. Son et al[39] developed a real-time sensor using a bioelectronic nose for the real- 

time detection of geosmin. The sensor used cloned human olfactory receptors sensitive to 

geosmin to replicate a human nose. The results show that the developed sensor was capable of 

detecting geosmin at concentrations as low as 10 ng/l making the sensor suitable for the needs 

of industry which demands detection of low levels.   

The bromine reaction is another method which can be applied to the detection of 

geosmin first used by T P Hensarling and Susan K Waage[40]  in 1990. The approach is a 

modified version of the TJ reaction[40], adding bromine to the water sample shows a colour 

change when geosmin is present in the test sample. The results present a simple method for the 

determination of the presence of geosmin within a water sample but they do not propose this 

as a method for quantifying the levels of geosmin within a test sample. 
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Enzyme-linked Immunosorbent Assay (ELISA) uses antibody-antigen binding 

properties to produce a signal that can be measured. ELISA methods have been applied to the 

detection of geosmin in previous works, for instance in Chung et al[41] , the work shows that 

ELISA could be used to detect geosmin down to levels of 1000 ng/l but significantly above the 

levels at which humans are capable of detecting geosmin. Other work presented by S W Kang 

et al[42] also used gold seeded magnetic nanoparticles with ELISA to detect geosmin at 

concentrations of 2000 ng/l ± 800 ng/l.  

K Sato and S Tanaka[43] presented a chemiluminescence reaction for the detection of 

organic materials in water including geosmin. The work used a luminol oxidation reaction to 

identify organic material in the water over the course of 20 minutes. The detection method was 

shown to be capable of detecting at levels of just 0.055 ng/l in pure water making this method 

unsuitable for the detection and quantification of geosmin in water which may contain other 

organic material that could influence the reaction. 

2.2.3 Pesticides 

Pesticides in the water supply 

Pesticides pose a real and significant threat to water supplies, often entering water 

catchment sites through run-off during direct application, drifting droplets run off during heavy 

rain[44]. The legislation in the UK is clear and prescribes a number of pesticides and maximum 

levels that are permitted within the water supplied to consumers, additionally legislation 

defines a total maximum allowable quantity of 50 mg/l for all pesticides which must also be 

adhered to in addition to any other limits set out.  



16 

 

Pesticides pose serious risks to human health if consumed, pesticides such as heptachlor 

being classified by the International agency for research on cancer as possibly carcinogenic to 

humans (Group 2B)[45]. Other risks from exposure  to pesticides can include acute poisoning, 

headaches, dizziness and impaired vision[46, 47].   

Pesticides can be removed from water taken in by a treatment works, using processes 

such as Granulated Activated Carbon filters in which the pesticides stick to small particles of 

coal or charcoal within the filters. Pesticides can also be removed through reverse osmosis, 

although this process can remove minerals from water which can impact on the taste of the 

supplied water. 

Detection methods 

Many research works have been undertaken to investigate methods of detection and 

quantification of pesticides in water. S Berijani et al[48] presented the use of dispersive liquid-

liquid microextraction with gas chromatography-flame photometric detection for detecting 

organophosphorus pesticides in water. The results showed that the processes could detect 

organophosphorus contamination at levels as low as 0.003 -0.02 ug/l with a short extraction 

time of under 3 minutes. 

Other work presented by S Suwansard et al[49] developed research into a semi-

disposable reactor biosensor for detecting carbamate. The sensor used an enzyme reactor 

connected to a flow cell with an ion analyser. The sensor presented has a limited number of 

uses before the enzyme reactor must be replaced, the sensor presented could detect carbamate 

in spiked well-water with readings of 2.0 ppm and 8.0 ppm. 
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Work by A A Boyd-Boland et al [50] presented the simultaneous determination of 60 

pesticides in water through the use of solid-phase microextraction and gas chromatography-

mass spectrometry. The work used a mixture of pesticides with samples from each of the 

organonitrogen, organochlorine and organophosphorus classes of pesticides. The work 

examined two types of fibres, polyacrylate and polydimethylsiloxane-coated fibres from 

sample mixtures between the range of 0.1 – 100 ug/l.  The research concluded that this approach 

could be used to simultaneously detect 60 pesticides over the range of 0.1 to 100 ug/l.  

Work by F Ahmadi et al examined the detection of organophosphorus pesticides in 

water using single drop microextraction and gas chromatography-flame photometric detection. 

The work examined 12 organophosphorus pesticides in water. The work highlighted that in 

most cases the limit of detection was between 0.001 ug/l and 0.005 ug/l.  

2.3 Microwave sensors 

2.3.1 Principles of operation 

Microwave spectroscopy uses electromagnetic waves within the microwave frequency 

and examines how the properties of the wave change as it passes through a substance. There 

are several parameters that can be used within microwave spectroscopy including the signal 

loss as it passes through a material as well as the change in phase. The changes to the 

electromagnetic wave’s properties are based upon the permeability and permittivity of the 

material under test and will differ depending on the frequency of the wave used.  

Microwave spectroscopy examines the interaction of magnetic waves within the 

microwave frequency of between 300 MHz and 300 GHz to create a unique spectrum response 

which varies based on the properties of the material under test such as the permittivity of the 

substance.  
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There are two core components that define the permittivity of a substance, the dielectric 

constant and the dielectric loss[51]. The dielectric constant or relative permittivity is equal to 

the ratio of a capacitor filled with the given substance to the capacitance of an identical 

capacitor in a vacuum without the dielectric substance[52]. The relative permittivity represents 

the storage of energy and the reduction in an electromagnetic wave velocity when the wave 

passes through a substance.   

The dielectric loss of a material is the loss of energy that goes into heating the substance 

in a varying electric field[53]. The dielectric loss within microwave spectroscopy is the loss 

that the wave experiences as it propagates through the substance. The magnitude of the 

electromagnetic wave reduces due to the oscillation of molecules[54].  

The measurements taken normally vary with changes to the permittivity and the 

conductivity of the substance under test, with measurements changing depending on the 

frequency of the electromagnetic wave that is applied to the test substance. Changes to the 

substance under test will lead to changes in the readings taken, enabling the differentiation of 

test substances based upon the response. 
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There are two key types of measurement used in microwave spectroscopy, the first is 

S11 also known as Return loss and S21 also known as transmission loss. Figure 2-1 shows the 

difference between an S11 measurement and an S21 measurement, the type of measurement 

that can be captured depends on the equipment used, with antennas most commonly used to 

only look at reflected power while other devices such as waveguides and resonant cavities can 

be used to take either measurement.  

 

Figure 2-1 An example of reflected and pass through power 

 

Readings within microwave spectroscopy consist of two values, the first is a magnitude 

reading. The magnitude reading represents the power of the observed microwave, this varies 

based upon the initial output power of the microwave source. Magnitude readings represent the 

power that is lost from the observed microwave as it passes through the substance under test, 

the power lost as the wave passes through the substance is related to the permittivity and 

permeability of the substance as shown by Equation 2-1.  
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Equation 2-1 Attenuation loss based upon the permittivity and permeability of a substance 

𝑎 = 𝜔 {
μ
0
𝜖0

2
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𝜔𝜖0
)
2

− 1]}

1
2

 

ϵ0 Permittivity 

μ0 Permeability  

ω Angular frequency  

α Attenuation constant 

σ Conductivity  

 

  

Phase readings are the second form of readings taken within microwave spectroscopy; 

a phase reading represents the change in the speed of the wave as it passes through a substance. 

A phase reading is based on the difference in phase between the outgoing wave and the 

observed wave. The reading changes for two reasons, the first is a constant phase change due 

to the time taken for the wave to propagate and be observed, this should remain constant within 

an experimental set-up.  

The second reason for difference in the phase of the observed microwave is due to the 

change in speed of the wave as it passes through the substance under test. The frequency of a 

wave can be derived using Equation 2-2 using the speed of light in a vacuum as a constant, 

however depending of the permittivity and permeability of the substance under test the speed 

of light will vary. The speed of the wave alters based on Equation 2-3 which shows the link 

between the speed of the wave and the permittivity and permeability of a substance under test.  

Equation 2-2 Derivation of the frequency of a wave based upon the speed of light and wavelength 

𝑓 =
𝑐

𝜆
 

f Frequency 

c Speed of light   

λ Wavelength 
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Equation 2-3 A derivation of frequency based on the permittivity and permeability of the transmission medium 

𝑓 =  

1

√𝜖0𝜇0

𝜆
 

c Speed of light 

ϵ0 Permittivity 

μ0 Permeability  

F Frequency 

λ Wavelength 

 

Microwave sensors use a variety of designs to transmit and receive the electromagnetic 

waves. These include interdigitated antennas, aperture antennas such as a horn antenna and 

planar antennas. Antennas can only be used to capture return loss readings. The design of the 

antenna used plays a critical role in the sensor as antennas are sensitive to specific frequencies. 

Some antenna designs can cover small frequency ranges such as an interdigitated antenna or a 

planar antenna while other designs such as aperture antennas or horn antennas can be a broad 

band design and therefore sensitive to a much larger range of frequencies.  

Microwave waveguides are another method that can be used to capture readings in 

microwave spectroscopy. Waveguides are often used in microwave circuits as an alternative to 

cables such as coaxial cables, they function by effectively directing the wave form the source 

to the receiver unlike a cable where the transmission is through conduction. Dimensions of 

waveguides are based upon the target wavelength that is to be transmitted through the guide, 

with lower frequencies using larger sized waveguides due to the longer wave lengths.  
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Microwave resonant cavities are a further way that microwave spectroscopy readings 

can be captured. A microwave resonant cavity is an enclosed space with a conducting surface 

in which microwaves can be maintained. The biggest advantage of a resonant microwave cavity 

is the significant reduction in power loss at the resonant frequency of the cavity. A resonant 

cavity can be used to capture either S11 or S12 readings.  

2.3.2 Advantages 

Microwave spectroscopy offers a significant advantage of being a non-destructive 

method that does not require any reagents or produce a waste product as a result of readings 

being taken. This advantage is of particular benefit in a platform for monitoring water quality, 

which may be deployed for prolonged periods of time where disposing of waste products and 

keeping a supply of reagents can cause issues.  

Microwave spectroscopy-based sensors can be refined and developed to be small and 

portable. The advantage of being able to miniaturise the required circuitry makes it an ideal 

sensor technology for use on a sensor platform where space is at a premium.  

The use of microwave spectroscopy offers the potential to overcome issues such as the 

build-up of biofilms on sensors over time. By adapting the sensor design and data processing 

it is feasible to stop the build-up of film interfering with the readings.  

2.3.3 Disadvantages 

Another disadvantage of microwave spectroscopy sensors is the frequencies that are 

sensitive to the desired contaminants may be licenced and cannot be used in a developed sensor 

due to arising legal issues. It may be possible to overcome this issue through using frequencies 

that are freely available if suitable or through getting the appropriate approvals for the 

frequencies that are required. While this does not constrain academic research, it is an 

important consideration in the development of commercial products. 
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Microwave based sensors are also sensitive to a variety of external factors including 

pressure, temperature and humidity; to develop a sensor that is suitable for all these 

environments it is important to account for these factors and how they impact on the raw data. 

2.3.4 Applications of microwave-based sensors 

Microwave based sensors are not new in the area of water quality monitoring, previous 

research presented by K. Zhang et al[55] has examined the use of a microwave sensor array 

targeted at detecting a range of common water contaminants. The research presented examined 

the use of the microwave frequency range between 1GHz and 10GHz measuring the sensor’s 

responses to the following contaminants: Nitrate, Phosphate, Ammonium, Lead, Mercury, 

Chromium, PH levels Sodium Chloride and Dissolved Oxygen.  The sensor measured the 

difference in resonance frequencies and the differences of the corresponding S21 values. The 

results showed that a microwave sensor array could be used to identify the studied 

contaminants with different levels of each examined contaminant detectable. 

Other work presented by R Mirzavand et al [56] presented a zero-power microwave 

sensor for the real time assessment of water quality. The presented sensor harvested energy 

from a transmitting base station to detect humic acid to simulate organic compounds. The 

sensor presented used two coaxial probes, one in a test solution and one in a calibration 

solution.  

Work presented by I Frau[57] et al examined the use of electromagnetic wave sensors 

for real time monitoring of lead pollution in water samples. The work examined two methods, 

a microwave resonant cavity and an Interdigitated electrode sensor. The results observed that 

lead concentrations could be detected using microwave sensors with variations in signal 

amplitude being observed for varying concentrations. 
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Work presented by A Azmi[58] examined the application of coating materials onto 

electromagnetic sensing arrays to detect water contamination. The work examined two coatings 

a N-Methyl-2-pyrrolidone membrane and an acrylic coating, the results showed that the 

membrane improved the sensitivity of the sensor by 338% when compared with the acrylic 

coating. The results showed that the sensor could detect variations in concentrations of 

contaminants such as nitrates and phosphates with both coatings.  

2.3.5 Summary 

Microwave-based sensors offer some distinct advantages that are vital for a sensor 

targeted at deployment in an underwater wireless sensor network. The fact that the sensor is 

capable of functioning without the use of reagents or producing a by-product allowing 

deployments to be limited only by power resource. The ability of microwave sensors to also 

overcome issues surrounding the build-up of biological material such as algae makes it a 

promising candidate, with other sensors such as electrodes and optical sensors being severely 

impacted by this issue. 

 One of the greatest concerns with microwave-based sensors is the use of the RF 

spectrum, which is an issue if large sections of the spectrum are required for sensing purposes. 

If a limited range of frequencies are required for operation of the sensor then this becomes 

much less of an obstacle. This issue becomes even further reduced where a microwave cavity 

or wave guide is used due to the electromagnetic waves being contained and not radiating out 

of the sensor.  

While developing microwave-based circuitry can be a challenging task it is not 

impossible to develop an appropriate sensor board. It is important that the design stage of the 

board is well thought through with consideration given to all aspects of the layout of the board 

as well as ensuring that there are no sources of interference that could impact on the readings. 
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Microwave sensors have already been developed targeting a range of substances in 

water, with results indicating that the use of these sensors is feasible to detect contaminants 

such as nitrates and heavy metals. The demonstration of functional sensors lends support to the 

use the of microwave sensors to detect contaminants within water.  

One of the largest potential issues of the long-term deployment of sensors is the build-

up of biological material on the sensor surface. Through a combination of sensor design and 

data analysis it is possible to overcome this issue, allowing the emitted microwaves to pass 

through the film and interact with the test substance.   

2.4  Analysis approaches to sensor data using machine learning 

2.4.1 Introduction 

The previous section covers a variety of approaches of collecting raw data, however, to 

derive information and knowledge from the raw data it must first be analysed. Over the years 

machine learning has grown, accelerated by the quantity and variety of data available, much of 

which is collected through IoT devices and sensors. Machine learning has previously been 

applied to a variety of data sets, providing valuable insights into a broad range of areas.  
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Microwave spectroscopy produces sizable data sets, with a single reading consisting of 

thousands of data points. With such large data sets it can be difficult to identify patterns and 

changes as in many cases the changes between substances can be subtle, this is especially true 

when examining variations in the same substances at different concentrations. Figure 2-2 shows 

an example of a partial data set, the full data set consists of readings taken at 4,000 frequencies 

with each reading consisting of a magnitude, phase reading as well as a real and an imaginary 

component. While such variations can be seen in the plot there are many more subtle variations 

that cannot be easily seen through visual inspection.  

 

 
Figure 2-2 An example of three readings in a microwave data set 
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Machine learning offers the ability to process these large and complex data sets and 

extract information from them, using feature selection techniques combined with classification 

models frequencies that are sensitive to the contaminants. Based upon the frequencies 

identified a specific sensor can be developed that can then be used in convocation with a 

wireless communication platform. 

 The machine learning approaches examined do not need to be run upon the 

communication platform, instead the platform can be used to relay the required readings from 

the sensor. The data can then be communicated through the network to a sensor node connected 

to wider network such as the internet, the data can then be processed and categorised off the 

platform where computational power and energy resources are not constrained.  

The presented data set in Figure 2-2 shows a significant amount of variation within the 

region below -60 dB, at this low power level there is an increase in the amount of noise within 

the signal. It is also important to consider that many microwave power detectors available are 

limited to a range of power readings up to around -30 dB making magnitude readings with 

higher powers preferable to use.  

2.4.2 Machine learning approaches  

Machine learning can broadly be grouped into two categories of supervised learning 

and unsupervised learning.  Supervised learning can only be used with data sets that include 

labels however unsupervised learning can be applied to both labelled and non-labelled data 

sets.  Supervised learning techniques are typically applied to classification problems where a 

model can process an unlabelled input and provided a classification for the unknown input. 
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Unsupervised learning approaches focus on clustering, feature learning and density 

estimation. Unsupervised learning is often used during the exploratory analysis of data to help 

identify a structure and build the foundations of initial hypotheses. Unsupervised learning can 

also be applied to dimensionality reduction to learn relationships between individual features 

allowing a reduction in the number of features needed to represent the data.  

Given the fact that during the development of a sensor, the data required would have to 

be captured, it is possible to apply either approach as data can be labelled when captured with 

the appropriate classification. Given that the data used will be labelled it is feasible to apply 

supervised learning used for classification problems as the data sets that will be used will fit 

into discrete classes.  

The data set produced during classification will collect readings from samples of a 

range of concentrations, due to experimental limitations these concentrations will fit into 

distinct classes, rather than being able to collect discrete data. For that reason, a supervised 

classification approach is more appropriate than a supervised regression as the data available 

will only fit into a limited number of classes.  

Treating the initial problem as a classification problem supports the use of supervised 

learning as the most appropriate approach. Using classification allows the assessment of the 

potential feasibility of detecting contaminants and concentrations based on microwave 

spectroscopy, as well as allowing the extraction of features most useful to the models which 

can then be used to develop a targeted sensor for the contaminant.  
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2.4.3 Information Gain 

Information gain is an example of a feature filtering algorithm, the algorithm analyses 

each feature considering the mutual information that the feature contains measuring the ability 

of each feature to predict the classification value; information gain filters are quick to apply to 

feature sets due to the fact that they only consider each feature on its own and not in 

combination with other features.  

2.4.4 Support Vector Machine 

Support vector machines[59] (SVM) are a popular machine learning approach with a 

wide range of applications including forecasting of freight volume[60] and finger print 

recognition[61]. SVM uses a hyperplane to separate the two classes, the SVM training process 

optimises the location of this hyperplane for each classification model by placing the 

hyperplane to provide as much separation between the two classes as possible. The optimised 

hyperplane can then be used to produce classifications for unlabelled data points, the data is 

processed to classify which side of the hyperplane the data point lies on for each classification. 

Support Vector Machines are an example of a binary classifier that is only capable of 

placing a prediction into one of two classes. The binary nature of SVMs are overcome within 

a multi-class problem by using multiple SVMs, using one per classification known as a One-

Vs-All approach where one class and all other classes are used. Variations have been proposed 

to SVM to enable the support of multiple classes[62-64] however it is argued that a tuned One-

Vs-All approach can perform as well as other approaches[65] and are widely believed to be 

easier to work with. 
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2.4.5 K-Nearest Neighbour 

K-Nearest Neighbour (KNN) is a relatively simple machine learning approach, the 

approach makes no assumption about the underlying data. KNN does not require training like 

other algorithms such as SVM, RF and GBM. KNN makes a prediction based on the whole 

training data set  which means that the full training data set must be provided to the algorithm 

at run time. KNN has been used in a range of applications including text mining[66] and stock 

price prediction[67]. 

KNN examines an unknown data point against the entire training set provided to the 

model. The algorithm calculates the nearest neighbours to the unknown point within the 

training set, the number of neighbours examined is known as the K value. The classification of 

the K nearest neighbours within the training set are then used to classify the unknown point 

with a majority rule system being used.  

2.4.6  Random Forest  

Random Forest[68] (RF) is an example of an ensemble approach in which several weak 

learners, in this case multiple decision trees, are used together to generate an overall predicted 

value. RF has been used previously in a range of works including the detection of Android 

malware[69] and with remote sensing and geographic data[70] .  

Random Forest uses a collection of decision trees which are built on the entire provided 

data set, the forest consists of a collection of decision trees. Each decision tree within the forest 

uses a random selection of observations within the training set to build multiple decision trees 

to form the forest. Each decision tree within the forest is then used to generate a classification, 

each decision tree output is then used to produce an overall classification from the forest.  
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2.4.7 Gradient Boosted Machine 

Gradient Boosted Machine[71-73] (GBM) involves another example of an ensemble 

method where a weak learner is improved through the combination of multiple learners. GBMs 

have been used in a wide range of works, including mobility prediction and analysis in smart 

cities[74] and bankruptcy predictions[75]. 

GBM uses a weak learner, in this case a regression tree, the trees are added to a model 

one at a time with existing trees in the model remaining unchanged. The output of the newly 

added tree is then added to the output sequence of the previous trees to correct or improve the 

final output of the model, the process continues until a fixed number of trees have been added, 

training stops once the loss reaches a threshold or no further improvements are made during 

validation.  

2.4.8 Applications of machine learning microwave spectroscopy  

Machine learning techniques have been applied previously to data generated by 

microwave sensors. One such example is work presented by S Cashman et al [76], the work 

examined the detection of nitrate levels in water, the work used  four samples including a 

sample of deionised water. The work presented used two machine learning methods A logistic 

regress and a multi-layer perceptron with both approaches performing well in separating 

samples which contained nitrate and control samples which did not, with both models 

achieving a classification accuracy of 96%.  
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Other research work presented by L Harrison et al[77] examined the use of a microwave 

sensor array combined with machine learning for material identification. The work attempted 

to identify materials including cardboard, wood and plastic. The work processed the sample 

data using a KNN outlier detection algorithm to remove outliers within the data set. The work 

then applied a decision-tree-based support vector machine to classify the three categories 

combining the benefits of efficiency of decision trees with the accuracy of SVM. The results 

presented showed an accuracy of between 79.8% and 86.4% accuracy in the classification of 

materials.  

Work undertaken by M Soltani and M Omid[78]  examined the use of machine learning 

with dielectric spectroscopy to detect the freshness of poultry eggs. The work applied four 

machine learning techniques to the sensor data collected: Artificial Neural Networks (ANN), 

Support Vector Machines (SVM), Bayesian Network (BN) and Decision tree. The results 

enabled improvements in the speed of models by reducing the size of the data set required 

while providing high levels of accuracy with BN, ANN and SVM providing an accuracy of 

100%.  

Other work presented by A Ali et al [79] examined the detection of cracks in metallic 

surfaces using a wave guide using two ANN models and an SVM model in a majority voting 

system. The results show that the developed system was capable of an accuracy rate of over 

99% for the classification of cracks.  

2.4.9 Features within microwave spectroscopy  

There are two key features that are captured through microwave spectroscopy, the first 

feature is magnitude. Depending upon the type of reading taken the magnitude represents the 

power that is reflected (S11) or transmitted through the substance (S12).  
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The second important feature captured using microwave spectroscopy is phase, the 

phase reading is based upon the change of the transmitted wave compared to the one that is 

observed at measurement. 

There are other indirect features that could be derived between data sets, one such 

feature is the phenomenon of peak shift. These shifts can often be observed between readings 

of substances at different concentrations and are caused by changes in the dielectric constant 

of a material. The change in dielectric constant causes a change in wave velocity which can 

then been observed as changes in the location of a peak or trough. Little investigation has been 

undertaken in using peak shift as a feature set in the application of machine learning within 

microwave spectroscopy data sets. 

2.4.10 The case for machine learning in microwave data sets 

  There is great potential in applying machine learning to microwave spectroscopy data 

sets, offering the ability to remove large quantities of information and identifying frequencies 

that could be used in the detection of target substances.  

Previous works have examined the use of machine learning with microwave 

spectroscopy data sets with significant successes including the work presented by S Cashman 

et al [76] which was able to determine concentrations of nitrates in water using an artificial 

neural network.  

Feature filtering methods such as information gain enables large feature spaces such as 

the ones collected through microwave spectroscopy with a significant reduction in 

computational time required to process. Feature filtering is often used as a first stage in feature 

selection processes to help quickly reduce the size of feature spaces before applying more 

computationally costly approaches such as wrapper feature selection.  
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Because data will be collected specifically for the purpose of analysis it is possible to 

have considerable control of the data set allowing the data to be labelled during collection 

enabling the use of either supervised or unsupervised learning. The proposed methodology 

could make use of supervised learning enabling the approach to take full advantage of the 

labelled data sets provided.  

Using supervised learning allows for the use of classification methods for discrete data 

sets or regression approaches for continuous data sets. Due to the limited number of quantities 

which will be able to be captured in a lab-based environment only a limited number of discrete 

classes will be collected, rather than a range of readings across a wide spectrum, this limits the 

ability to develop a regression model as there will only be limited discrete data readings. 

The aim of the application of machine learning techniques is to identify frequencies 

that could be used to detect the concentration of specified substances. For this reason, discrete 

data in a limited number of classes should provide a sufficient amount of data to identify 

frequency ranges that are sensitive to a specific substance with the classification a by-product 

of the processes to help support the feasibility of using each frequency.  

There are a range of features within a microwave spectroscopy data set that can be used, 

with magnitude being the most common feature used in other academic works. Microwave 

spectroscopy also offers phase readings which could be used as an alternative. There is also the 

potential of deriving a peak-shift feature set, identifying the location of peaks and troughs 

within the data set, using one class as a baseline and calculating the shift of each peak in 

subsequent classes.  
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2.4.11 Feasibility of using machine learning in microwave spectroscopy  

To establish the feasibility of using microwave spectroscopy with water samples, initial 

experimentation was undertaken using three water samples collected from three locations: A 

local River, Home Tap and Tap at LJMU. The samples were inserted into a resonant microwave 

cavity connected to a VNA which was in turn connected to a laptop with LabVIEW software 

set up to collect data from the VNA using a pass through measurement. 

Each sample was measured ten times, for each reading the sample was removed from 

the cavity before being agitated and rotated to a new position. The sample was rotated to ensure 

that the readings were not impacted by the surface of the centrifuge tube. 

 

 
Figure 2-3 A plot of water sample responses to the 4.5 GHz to 5.5 GHz frequency range 
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Figure 2-3 shows a frequency plot of the samples taken within the frequency range of 

4.5 GHz to 5.5 GHz. The plot shows several important points that must be considered when 

processing microwave spectroscopy data. Firstly, there is a clear peak for all three samples 

within the 4.6 GHz frequency range, as this is an S12 measurement this shows a large amount 

of the transmitted power is passing through the substance and is not being absorbed.  

The plot also shows that for a large proportion of the data the readings follow each other 

indicating that these frequencies are not sensitive to any of the substances which differentiate 

each of the samples. The readings do however differ within several frequency ranges indicating 

that there are differences between each of the samples tested, this is to be expected as the tap 

water samples were taken from different sites on different days. It is also likely that river water 

will contain additional substances which are not present in tap water, it is also likely that tap 

water will contain some substances which are not present in river water such as processing 

chemicals used to purify water for human consumption.   
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Figure 2-4 A focused plot of between 4.688 GHz to 4.695 GHz 

 

Figure 2-4 shows a focused plot within the 4.68 GHz to 4.69 GHz frequency range, the 

plot shows a deviation between the samples. These differences are small but consistent across 

the averages within the data set. Given that a significant proportion of the readings agree with 

each other it is likely these changes are due to differences in the substances within the water.   

Using a simple information gain filter, it is possible to identify features within the data 

set that could be used to identify potential features that differentiate the three water samples. 

Figure 2-4 shows the top 5 ranking features using a simple information gain filter to identify 

frequencies likely to be usable in the identification of the three substances.   
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Figure 2-5 A plot of the 5.268 GHz  to 2.280 GHz frequncy range 

 

Figure 2-5 Shows a plot of features identified using a simple information gain filter 

applied to identify frequencies, ignoring regions where the magnitude levels fall -60 dB the 

following features were identified using an information gain filter. Table 2-2 shows the 

frequencies identified through the application of an information gain filter within the identified 

region.  
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Table 2-2 Features identified within the 4.70 GHz region 

Information gain filter frequencies (Hz) 

4700925440 

4703426048 

4705926656 

4708427264 

4704676352 

4709677568 

 

Results suggest that feature engineering techniques such as information gain filters can be 

applied to microwave spectroscopy data. The frequencies identified through this approach 

show a clear difference between the data sets collected. Further work needs to be undertaken 

on a range of microwave spectroscopy data sets investigating the use of approaches such as 

information gain filters as well as more advanced supervised learning techniques to assess the 

potential to use machine learning to identify appropriate frequencies within a microwave 

spectroscopy data set. 
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3 Communication in underwater sensor networks 

3.1 Communication methods in underwater sensor networks 

3.1.1 Introduction 

Communication methods form the fundamental backbone of WSNs and UWSNs, they 

allow for network nodes to relay data between network nodes allowing data to pass through to 

key network nodes. Communication methods can have a large impact on how the sensor 

networks operate, what routing protocols can be used on the network, how far nodes can be 

separated and how quickly data can be transmitted through the network. 

This section investigates common communication methods within both conventional 

WSNs as well as UWSNs, the advantages and drawbacks of these communication methods, 

this fundamental principle of operation and achievable data rates and communication distances 

that each communication method offers. 

3.1.2 Optical  

Introduction 

Optical communications in UWSNs offer high speed point-to-point communication 

links using light as the communication method. Optical communication has been an established 

method of communication, using pulses of light to encode messages. 
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Principles of operation 

Optical communications use a focused light source to communicate, encoding digital 

data into a series of light pulses, light can be passed through a variety of mediums such as air, 

fibreoptic and water, to name some of the mediums used in optical communication. A receiving 

optical modem can then be used to receive the light pulses from the transmitting modem and 

decode the pulses back into the original digital data. 

Optical communications depend on two key components, a light source used to transmit 

a signal, and a photoelectric sensor to detect the transmitted light. Common light sources for 

optical communications including LEDs are capable of a high level of radiance in a small form 

factor and can be modulated quickly to encode data. The second light source commonly used 

is a laser light source, capable of providing a source usable over larger distances and providing 

higher data rates than those of LEDs, due to lasers providing a coherent light, enabling higher 

data rates. 

Photo sensors are used in optical communication to detect the light provided by the 

transmitter light based on the principles of the photoelectric effect, in most cases a fast response 

photodiode is used. The photodiode responds to the light signals of the transmitter and outputs 

the detected pulses from the transmitter. The output of the photodiode can then be demodulated 

to reproduce the transmitter data.  

Advantages 

Due to the speed at which light travels, optical communications offer unparalleled speed 

of communications in the right circumstances. However, these conditions are not always 

achievable, especially in uncontrolled environments such as air and water. Commercial 

products offer communication link speeds of up to 10 Mbps in the case of the BlueComm 

200[80]. 
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Optical communication links can form point-to-point links over significant distances 

with commercial products offering communication distances of  150 M with products such as 

the BlueComm 200[80]. However, these distances depend heavily upon the optical qualities of 

the water within which they deploy, which can have a significant impact on the real-world 

communication distances.  

Drawbacks 

Communication depends on the clear transmission of light from one point to another, 

this raises several issues within underwater environments. Due to the need to transmit light 

from one point to the other a direct path is required for the light to be sent between modems. 

This can severely limit the usefulness of optical communications within a UWSn. Requiring a 

direct path and alignment between the transmitter and receiver, failure to correctly align the 

transmitter and receiver can have a significant impact on the achievable data rates and can 

cause the link to fail completely. The requirement of alignment also means that sources of 

vibration could cause the nodes to become misaligned causing data rate drops or link failure 

over time. 

Due to the requirement of having line of sight with each communicating node an optical 

modem is only able to be used to communicate with a single other node at any one time, 

meaning that only a point-to-point link can be formed. While a point-to-point network can be 

formed using optical communications, these point-to-point links form a significant weakness 

as multiple point to point links must be established if network redundancy is required. 

The reliance on using optical communication also requires that any medium that the 

light uses to transmit data has suitable optical characteristics, in uncontrolled underwater 

environments this is not always achievable, with discolouration and particles such as suspended 

solids impacting on reliability, data rates and achievable distances.  
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The ability to only form point-to-point networks with optical communications also 

impacts on the resilience of networks created, point-to-point links limit the network topologies 

that can be formed; network topologies such as mesh networks, popular within WSNs, cannot 

be easily formed with point-to-point links, requiring multiple optical modems to form a mesh 

topology. Many remaining network topologies are less resilient to network node failures which 

are a common occurrence within WSNs when network nodes often leave the network due to a 

variety of factors such as depletion of power, damage or physical removal. 

State of the art 

Research work presented by F Hanson and S Radic[81] examined the use of optical 

communications at speeds of 1Gbit/s in an underwater environment in controlled conditions. 

The research used a 1064 nm laser diode supplied with 10 mW of power. The work was 

undertaken in a 2 m tube filled with simulated sea water. The results showed that the system 

could be used to achieve 1 Gbit/s speeds over distances of 2 m in sea water conditions.  

N Farr et al [81] demonstrated the use of optical communications in an underwater 

environment using a 470 nm light source , the work carried out experimental works in a 15 m 

pool, with the signal reflected with mirrors multiple times to create an effective transmission 

distance of 91 m. Real world experimental works were undertaken at a vertical separation of 

10 m and was able to achieve a OOK modulated signal of 10 MHz. 
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Other research work presented by J B Snow et al [82] showed the use of pulse 

modulated communications using a green laser beam at 514 nm to communicate in lab based 

environments as well as a salt water environment. The results presented were limited by the 

instruments used and were able to achieve 50 Mbit communication speeds at distances of 9 m 

in seawater but were limited by the modulation and detection equipment. The results suggested 

that data rates of over 100 Mbit/s could be achieved over 10 attenuation lengths, while a 

reduction in data rates could achieve double.   

D Anguita et al[83] presented preliminary simulation and experimental results for an 

optical wireless underwater communication system for AUVs. The work concluded that there 

are many important factors that must be considered including the water turbidity, the work also 

identified that ambient noise from daylight would play a part in communications in shallow 

waters. The simulated results projected that a 140 mw could have an effective range of over 20 

m at rates of 1.8 Mbps.  

Other recent work published by J Wang et al[84] presented an optical wireless 

communication system using a 520 nm laser diode with data rates of 500 Mbps at distances of 

100 m. The works presented include experimental work undertaken in a large water tank, the 

work used mirrors to repeatedly reflect the laser output to increase the total distance to 100 m. 

The work concluded that while distances of 100 m were demonstrated it would be possible to 

achieve distances of 146 m at data rates of 500 Mbps. 
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3.1.3 Acoustic  

Introduction 

Acoustic communication is a popular method for underwater communication, acoustic 

communications operate in a similar way to conventional RF communication using lower 

frequencies than RF communications impacting on the achievable data rates but allowing for 

long distance communication to be achievable in an underwater environment. 

Principles of operation 

Acoustic communication normally uses a hydrophone which is used to produce a sound 

wave within the sound wave spectrum close to or within the acoustic range of the sound wave 

spectrum 20 Hz through to 20 KHz though some commercial products are able to produce 

waves within the infrasound and acoustic sound spectrum range of the sound spectrum. 

Hydrophones can also be designed to use the piezoelectric transducer to produce a sound wave 

to also transmit data, though this can also be a separate transducer specifically designed to 

output a sound wave at a frequency range maximising performance. 

Hydrophones are microphones specifically designed to match the acoustic impedance 

of water, while a conventional microphone could be used, however due to the acoustic 

characteristics of sound travelling through water this approach is significantly less effective 

than a purpose-built hydrophone. Most hydrophones are built in the same way as microphones, 

using a piezoelectric transducer that produces electrical potential when subjected to pressure 

change from a sound wave.  

Data is modulated using similar approaches to those applied within RF communications 

with some modulation methods being more commonly used due to the behaviour of sound 

waves in underwater environments and this is covered in Chapter 3.  
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Sound waves in an underwater environment act as a pressure wave, in underwater 

environments this pressure wave is capable of travelling faster and further than in air, with the 

speed of sound in water being 1498 m/s in distilled water[85] compared to 343 m/s in air[86]. 

Advantages 

Acoustic communication offers many advantages in an underwater environment, one 

of the most impressive advantages of acoustic communication in an underwater environment 

is the communication distances that are achievable, due to the way in which sound waves 

propagate through water allowing for significant communication distances to be achieved 

compared to other communication methods.  

Acoustic communications also reduce the complexity with network set-up, while some 

products do require some form of alignment many offer a significant degree of flexibility 

allowing the hydrophone to be placed in the general direction of the incoming transmission.  

Acoustic communications further allow for multiple network nodes to use the same 

communication channel, allowing for nodes to be able to communicate with multiple nodes 

without the need for multiple links to be formed in the case of optical communications.  

Acoustic communication offers significant communication systems with commercial 

products offering communication distances of between 2 Km and 6 Km in the case of the 

Teledyne marine 900 series[87]. This is significantly higher than other communication 

methods available such as optical and radio frequency. 
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Drawbacks 

Acoustic communication does suffer from some disadvantages, particularly with 

communication data rates that can be achieved[88] compared to other communication methods. 

Due to the wavelength of sound waves used in acoustic communication these rates can severely 

impact on the achievable data rates. Commercial products such as the Teledyne marine 900[87] 

series offers data rates of between 80 bps and 15,360 bps.  

Acoustic communications also suffer in shallow water deployments, due to an increase 

in the number of echoes produced from sound wave reflections from the surface of the water 

and the bottom of the deployment zone such as a riverbed or ocean floor. The echoes cause an 

increase in the amount of noise impacting on communication distances and requiring additional 

signal processing techniques to reliably communicate[89] such as equalization, spread 

spectrum signalling and error coding.  

Acoustic communication techniques do not readily allow for communication across 

water air boundaries, this can add complications during implementation with sink nodes that 

might require a communication link above ground such as a 3/4G link or a WiFi connection 

still requiring an underwater deployment to retrieve data from the rest of the network.  

Acoustic communications do not function well out of water, while this is not normally 

an issue in areas of deployment, in tidal areas it is possible that some or all nodes may at times 

be out of the water; during these periods it is likely that nodes will be unable to communicate 

with one another using acoustic communications, and would likely have to fall back to methods 

such as RF communications during these periods.  
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Acoustic communication also introduces additional noise into a marine environment, 

many animals within marine environments depend on hearing for a variety of reasons 

including, hunting, detecting predators and reproduction. Studies have shown that additional 

noise within marine environments can cause issues, including damage to the hearing of animals 

and upsetting the predator-prey balance[90].  

State of the art 

Work presented by X Tu et al[91] examined the use of prefix-free frequency domain 

equalization for underwater acoustic signal carrier transmissions. The work examined the 

proposed method through experimental works at four distances between 250 m and 1500 m in 

the Gulf of Mexico. The work used a frequency of 85 KHz at a data rate of 22.7 kbps, the field 

trials demonstrated the effectiveness of the TR-FDE scheme developed outperforming existing 

approaches such as overlapping FDE.  

Other work put forward by S Zheng et al[92] evaluated the use of acoustic networks for 

autonomous underwater vehicles in confined spaces. The work used a carrier frequency of 

16 KHz with a data rate of 63.49 bps. The work used 6 nodes to form an underwater acoustic 

network to establish an acoustic link to an AUV in a confined space, data was relayed from the 

network nodes to a control node through the use of an RF wireless link using an antenna located 

above the surface of the water. 

Work by A K Morozov and J C Preisig[93] presented work related to multi-carrier 

modulation. The work showed that the proposed system offers performance improvements over 

traditional feedback equalizer. The experimental work showed data transmission through a 

shallow-water channel at a depth of 12 meters with communication distances of 2 km at data 

rates of 2.5 Kbs.  
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Work by A Abdi and H Guo [94] presented a multichannel receiver for underwater 

wireless communication. The work presented simulations of the proposed multi-channel 

receiver module using a vector sensor receiver rather than a conventional pressure sensor. The 

simulation results showed that the proposed vector shows a significant improvement over the 

signal pressure sensor, the simulated results were based on a separation distance of 5 Km at a 

bit rate of 2.4 Kbs using the 12 kHz frequency.  

3.1.4 Radio Frequency 

Introduction 

Radio Frequency communication is a common communication approach in 

conventional wireless sensor networks. Using modulated radio and microwave carrier waves 

to transmit data in a similar approach to acoustic communication, Radio frequency 

communications depend on magnetic waves as carrier waves meaning the propagation of them 

in water can be a significant challenge, meaning that the use of RF in an underwater setting is 

uncommon due to the attenuation of magnetic waves in water. 
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Principles of operation  

Radio Frequency uses a carrier wave within the Radio and Microwave of the 

electromagnetic spectrum. The carrier wave takes the form of a sinusoidal wave generated from 

a source such as a crystal oscillator. Radio Frequency communications consist of two types of 

fields, the first is the magnetic field, known as the H field or near field, these fields normally 

occur between antennas that are placed at one wavelength or less and have an inductive effect. 

The E field also referred to as the radiation field and is formed from an electric field. The 

magnetic near field component decays at a significant rate, and the near field region is 

considered to exist up to 1 wavelength before entering a ‘transition zone’ which extends from 

1 wavelength to two wavelengths. Within the transition zone the effects of both near field and 

far-field are both important, within the transition zone the behaviour of the near field ceases to 

be important with the far field effects as the dominant interactions.  

Radio Frequency transmitters use an oscillator source to produce an alternating current 

at the desired frequency, in most instances the oscillator produces a sinewave that is used as 

the carrier wave. The carrier wave is then used in conjunction with a modulator which is used 

to encode the desired data into the carrier wave. The modulated carrier wave is then amplified 

through an amplifier before being transmitted through an antenna.  

Radio Frequency receivers use an antenna to receive a transmitted signal, the signal is 

then passed through an RF amplifier to amplify the weak received signal. The signal is then 

passed through a tuner circuit that extracts the desired frequency from the mix of signals that 

are received, the received signal is then passed through to a demodulator. Depending on the 

type of modulation technique used the demodulator can either take the form of a simple circuit 

or a more complicated IC that is capable of demodulating multiple modulation methods.   
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Advantages 

Due to the higher frequencies involved in using RF communications there is the 

potential to provide significantly higher data rates than those offered from acoustic 

communications. Published works show that data rates of up to 11 Mbps were achieved by J 

Lloret [95] et al during experimental works using the 2.4 GHz at distances of 0.17 M. 

RF communications also offer the potential to cross the water air boundary, this has the 

potential to enable the deployment of sensors both in air and water. This benefit could also 

enable submerged sensors to collect data which is then transmitted to a wireless sensor network 

deployed in air, enabling longer range communications. 

Due to the nature of RF communications data transmissions are not impacted by factors 

such as environmental noise, unlike acoustic communications, or vibrations unlike optical 

communications, making RF an ideal candidate for applications such as oil and gas exploration 

where environmental noise and vibrations from drilling are not uncommon. 

Unlike optical communications the optical quality of the water that the sensor is 

deployed in does not impact on RF communications. This benefit enables RF to operate in 

environments where there are high levels of turbidity or suspended solids in the water without 

impacting on communication performance. 

Drawbacks 

RF communications suffer from issues with attenuation of the signal when deployed 

within an underwater environment, this can have a significant and detrimental impact on the 

communication distances that can be achieved using RF in such an environment.  
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Little work has covered feasible communication distances that could be useful to an 

Underwater Wireless Sensor network, with most works being able to achieve distances 

measured in centimetres rather than metres. Research work by A. Abdou [96] has shown 

communication distances of 30 M can be achieved. Other research work using loop antennas 

has shown distances of 90 M in the case of work undertaken by A. Shaw [97] using highly 

directive antennas.  

State of the art 

Much focus has been given to underwater communication with RF, work by Lloret et 

al[95] examined the possibility of using the 2.4 GHz frequency. The work presented managed 

to achieve distances of up to 20 cm with data rates of 11 Mbps being achieved in controlled 

indoor environments 

Work by Rubino et al[95, 98] examined the user of a ¼ wave length mono pole antenna 

for the transmission of a live video feed from an underwater UAV. The work used a transceiver 

module using the 868.3 MHz frequency with a power output of 25 mW using frequency shift 

keying modulation. The results showed communication at data rates of 4.9 Kb/s at distances of 

5 m could be achieved with some packet loss. 

Other work by A Shaw et al[97] investigated using low frequencies of 3.5 MHz, 

4.7 MHz and 5 MHz combined with directive loop antennas. The research was able to achieve 

significant communication distances in real-world experiments of up to 90 m in seawater when 

appropriately aligned at data rates of 50 kbs. The work used highly tuned antennas that would 

be unlikely to function correctly if exposed to air rather than water. 
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A A Abdou et al[96, 99] has presented multiple works focused on communication in an 

underwater environment using radio frequency. The works presented used a bowtie antenna 

designed for use at the 433 MHz frequency. The results showed that in real-world 

experimentations in the Leeds Liverpool Canal it was shown that a 433 MHz signal generated 

with a signal generator and transmitted though the designed antenna could be detected at 

distances of up to 30 m. 

Work presented by B Kelley and K Naishdham[100] presented work using broadband 

underwater antennas based on a loop antenna design and coated with TiO2 paint to help match 

the impedance between the antenna and the seawater. The works presented combined with 

previous work by B F Bush et al[100, 101] shows that RF communications using the 5 MHz 

frequency cross the water-air boundary enabling longer range propagation in shallow 

deployments possibly enabling distances of up to 100 metres to be achieved.  

3.1.5 Comparison of methods 

There are a range of communication methodologies used within underwater wireless 

sensor networks, with a wider variety of communication methodologies used than in 

conventional wireless sensor networks. Due to the challenges associated with radio frequency 

communications in underwater wireless sensor networks, acoustic and optical communications 

have dominated in the commercial sector with a variety of products available using acoustic 

and optical communications. 

Table 3-1 shows a summary of the key features between the three communication 

methods discussed, highlighting distance, data rates, environmental considerations, and 

supported network topologies and gives a summary of the advantages and disadvantages of 

each communication technology. 
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Table 3-1 A comparison of features of Optical, Acoustic and Radio Frequency communications in underwater environments 

 Optical Acoustic Radio Frequency 

Data rates 
10 mbps  [80] 80 bps – 15360 bps [87] 50 kbs      [97] 

4.8 kbs     [98] 
11mbps   [95] 
 

Communication distance 
150 m      [80] 2 km – 6km [87] 90 m        [97] 

100 m      [100, 101] 
30 m        [96, 99] 
5 m          [98] 
0.2 m       [95] 
 
 

Topology 
Point to Point Broadcast Broadcast 

Environmental considerations 
Data rates impacted by 
suspended solids and 
optical clarity 

Concerns over 
introduction of noise into 
marine environments 
 

Conductivity of water 

Alignment  
full alignment Some Some 

Impacted by clarity of water 
Yes No No 

Concerns over impact on wildlife 
No Yes No 

Impacted by conductivity 
No No Yes 

 

Optical communications meet a clear need in underwater wireless communications, 

providing high speed point-to-point links at a considerable distance when alignment and optical 

conditions permit. Acoustic communications also play an invaluable role where long-distance 

communications at significantly lower data rates are required. Existing communication 

methods leave space for a communication method that provides moderate data rates at short to 

medium ranges, RF offers the potential to fill this gap, offering the potential for no alignment 

and a broadcast topology without reliance on the optical quality of water. 
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RF communication presents potential advantages over existing technologies such as 

optical communications which demand significant alignment and can be impacted by the 

quality of the water that the system is deployed in. Similarly, RF communication also presents 

advantages over Acoustic communications including being usable in shallow environments, 

being able to cross the air-water boundary and offering potentially higher data rates.  

3.2 Antenna design 

3.2.1 Introduction 

Antenna design plays an important role in radio frequency communications, antenna 

designs impact on factors such as directionality and the ranges of frequencies that the antenna 

will function at, for example broadband antenna designs allowing for a wider frequency range. 

Antenna designs are specific to the designed frequencies with measurements based on the target 

frequencies. 

3.2.2 Dipole antenna 

Dipole antennas are the simplest form of antenna design used in radio frequency 

communication, dipole antennas are usually split in the centre and fed from a balanced 

transmission line. 

A common dipole antenna design is a half wave dipole antenna; a half wave dipole is 

formed of a conductor with a length of half of the wave length for the target frequency[102]. 

A half wave dipole antenna is divided in the middle, meaning either side forms approximately 

¼ of the wavelength. Figure 3-1shows an example of a basic half wave dipole antenna. 
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Figure 3-1 An example of a half wave dipole antenna design 

Another example of a dipole antenna is a short dipole antenna, this type of antenna has 

a length significantly less than that of the wavelength of the frequency targeted normally with 

a length of less than one-half wavelength. These forms of dipole antennas are used where using 

a standard one-half wavelength dipole antenna would not be practical. 

As a short dipole antenna is shorter than a resonant antenna such as the one-half wave 

length dipole antenna, a short dipole has increased capacitive reactance at the feed points; to 

counteract this a load coil or other form of matched load network is used with these forms of 

antenna. The loading coil counteracts the increased capacitive resistance of the antenna, 

stopping power being reflected into the transmission line. Figure 3-2 shows a short dipole 

antenna with load coils positioned at the base of the antenna. 

 

Figure 3-2 An example of a short dipole antenna with load coils 

One-half wavelength dipole antennas and short dipole antennas have an 

omnidirectional radiation pattern in the plane that is perpendicular to the axis of the conductor 

used for the antenna. Due to the design of both the one-half wavelength dipole antenna and the 

short dipole antenna both antennas have a low bandwidth. 
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Research by O. Aboderin et al[103] developed two dipole antenna designs targeted at 

radio frequency communications in underwater wireless sensor networks. Both antennas used 

a parasitic element with a dipole antenna. The antennas designed and presented achieved a 

bandwidth of up to 70 MHz between 10 MHz and 80 MHz The antennas used different 

parasitic elements, with the first using an ordinary straight parasitic element, the second 

antenna used a ‘coily’ parasitic element, the results form experimental and simulated work 

showed that the second antenna performed slightly better than the conventional straight 

parasitic element.  

Investigations undertaken by S. I. Inácio et al[104] examined the use of dipole antenna 

designed for underwater communications. The work used two antennas with a length of 50 cm 

and a thickness of 3 mm. The work used the 38 MHz frequency range, the results showed that 

simulated results matched well with the supporting experimental work, the results obtained 

show a likely operational range of 5.5 m in fresh water.  

3.2.3 Monopole antenna 

A monopole antenna normally consists of a slight rod-shaped conductor mounted 

perpendicular over a ground plane. 

Whip antennas are a common form of monopole antennas and used for a variety of 

applications including car radios, cordless phones as well as base station antennas. Like one-

half dipole antennas the pole of the antenna is normally based on the wavelength using a quarter 

of the wavelength of the target frequency. 

Work by Z. M. Loni et al[105] investigated the use of a floating monopole antenna for 

ocean monitoring applications using the 433 MHz frequency range. The work used a simple 

monopole antenna for communication in sea water, the results show that a propagation distance 

of approximately 4 m was achieved using the submerged monopole antenna. 
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3.2.4 Biconical antenna 

Biconical antennas share some of the characteristics of dipole antennas however they 

provide a wider bandwidth coverage, this factor makes them particularly useful as it can enable 

the antenna to function in and out of water. Conical antennas improve on some aspects of basic 

dipole antennas, improving on bandwidth due to the element structure used in these forms of 

antennas. Conical antennas are also commonly known as a Butterfly, Bowtie and Bifin antenna. 

A number of publications have been based on the investigation of using these types of 

antenna, one example is work published by E. A. Karagianni et al[106]. The work developed a 

bowtie antenna designed for use in seawater, the antennas were designed to function using the 

2.4 GHz and 5 GHz frequencies, the same frequencies used for Wireless Local Area Network 

(WLAN) commonly referred to as WiFi as set out in the IEEE 802.11-2016 [107]  standards. 

The work showed that the designed antenna functioned in both pure water and simulated 

seawater with 3.1% salinity. The experimental work presented shows functionality at short 

ranges of 15.2 cm, with a power measurement of -60 dBm in pure water and a power measure 

of - 64 dBm to - 71 dBm in simulated seawater, in comparison to a power measurement of 

– 30 dBm in air. 

Research works produced by A. A. Abdou et al[96] examined the use of a bowtie 

antenna targeted at the 433 MHz frequency range. The work examined and designed an antenna 

suitable for use in underwater wireless sensor networks.  The work examined the propagation 

of electromagnetic waves in underwater environments designing a bowtie antenna with these 

factors in mind. The antenna designed was simulated and supported with supplementary 

experimental works. The results show that the antenna, the simulated and experimental works 

were both in good agreement, the results showed that the antenna had a loss of 40 dB at 

separation distances of 45 cm. 
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Additional research carried out by A. A. Abdou et al[108] further examined the antenna 

developed previously in field trials. Experimentation undertaken used a voltage-controlled 

oscillator to output a constant 433 MHz signal using a bowtie antenna. A spectrum analyser 

was used to measure the signal strength across a range of tested distances. The experimental 

works examined signal decay form a starting distance of 0 m up to 30 m, the results showed 

that distances of up to 30 m could be achieved with the transmitted signal being received at 

– 110 dBm. The work identified that transceivers with a high sensitivity would still be capable 

of receiving this signal level.  

Work by K. N. Alvertos et al[109] examined the use of a bowtie antenna for use in the 

2.4 GHz and surrounding frequencies used by WLAN commonly referred to as WiFi, the work 

designed and tested an antenna targeted for use in underwater environments. The work 

conducted simulations on the antenna design before moving forward with supporting 

experimental works in controlled conditions. The authors concluded that the antenna design 

tested was able to support communication distances of up to 60 cm. 

3.2.5 Loop antenna 

Loop antennas can be formed in a variety of shapes including circular, rectangular, 

square or hexagonal. Like dipole antennas Loop antennas are resonant antennas and have a 

length based on the wavelength of the frequency that the antenna is designed for. Loop antennas 

offer a more compact form than other antennas such as a one-half wavelength dipole antenna. 

As well as a standard loop antenna there is also a small loop antenna, like a short dipole antenna 

this antenna is a smaller variant of the larger full-sized one-half wavelength antenna.  
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Loop antennas have proved to be a popular area of research for underwater 

communications with work such as that published by A. Shaw et al[97] which examined the 

use of loop antennas in seawater. The experimental works used two loop antennas using three 

frequencies: 5 MHz, 4.5 MHz and 3.7 MHz at distances of up to 90 metres. The work showed 

that by using the 5 MHz frequency, it would be theoretically feasible to transmit at data rates 

of up to 500 kb/s. The work showed that most signals attenuate quickly but showed that 

communication could be achieved at distances of up to 90 meters. 

Other experimental works by S. I. Inácio et al[110] have examined the use of a loop 

antenna design in an underwater environment. The work simulated the antenna design used 

based on using a frequency of 39 MHz before proceeding with supporting experimental works. 

The results from simulation and experimental works were in good agreement. The works 

showed that at 5 metres of separation, a power reading of – 80 dB was recorded. The works 

also highlighted the change in the orientation of the radiation pattern of the antennas between 

fresh and sea water, showing the need for conductivity to be accounted for at the design stage 

of the antenna. 

Work by O Aboderin et al[111] exemplified the use of a loop antenna with ground plane 

for underwater communication. The work presented simulation work for the proposed antenna 

and showed that the directivities of the antenna were higher than the test J-pole antenna used 

in comparison. The work presented was supported with experimental works which examined 

the antenna design in freshwater, the experimental works showed the antenna exhibits 

wideband communication and high levels of directivity within the examined frequency range 

of 0 MHz to 200 MHz.  
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Other work by A Massaccesi and Paola Pirinoli[112] examined a range of loop antenna 

designs for use in fresh water and seawater, with simulations for fresh water using the 433 MHz 

frequency and 10 KHz for seawater. The simulation works highlighted that antennas of the 

same electrical length behave differently in fresh water and salt water, but it is possible to find 

different solutions with similar behaviours in the two environments.  

3.2.6 Conclusion 

Based on the existing works within the field the proposed experimental works through 

the works presented will use a bowtie antenna design. The work will use this antenna design 

for several reasons, the first is due to the omnidirectional design of the antenna, enabling the 

antenna to be used without the need for a high level of alignment between sensor nodes. Not 

only does the lack of need for alignment enable easy deployment and set-up of sensor nodes 

but also enables sensor nodes to communicate with multiple nodes, forming a broadcast 

network topology.   

The second reason the works will use a bowtie antenna is due to the broadband nature 

of the bowtie antenna. The wide bandwidth nature of the bowtie antenna allows it to effectively 

function in air and underwater environments, enabling a mix of sensor nodes to be used both 

submerged in water and deployed in air. 

A further reason for using a bowtie antenna is due to the existing supporting literature, 

with the works produced by A A Abdou [96, 108, 113] supporting the use of a bowtie antenna 

design at 433 MHz. Other works such as E. A. Karagianni et al[106] and by K. N. Alvertos et 

al[109] have also shown the use of a bowtie antenna design for underwater communications at 

2.4 GHz and 5 GHz.   
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The bowtie antenna design presented in previous works has been presented to 

potentially offer significant communication distances of 60 cm in the case of work produced 

by K. N. Alvertos et al[109]  and more significantly 30 metres in real-world environments 

presented in work undertaken by A. A. Abdou et al[108], showing that significant distances 

can be achieved using this antenna design. 

The bowtie antenna has been shown to function in several publications with initial 

fieldwork being undertaken as part of previous research. The antenna offers a wideband 

communication that allows for functionality in and out of water. The bowtie antenna also offers 

an omnidirectional radiation pattern reducing the need for alignment between sensor nodes, 

enabling a broadcast network topology and reducing deployment complexity. 
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3.3 Propagation of electromagnetic waves 

3.3.1 Introduction 

Propagation of electromagnetic (EM) waves poses a challenge within water, with 

factors such as attenuation of signal vastly increased compared to in air. The speed of EM 

waves within water is also reduced, impacting on the frequency and attenuation of signal.  

Signal attenuation is an important consideration in the application of RF in a wireless 

sensor network for underwater communication, as the more attenuation a signal suffers the 

weaker the signal becomes. The weaker the signal becomes the harder it is for a radio 

transceiver to identify a signal against background noise, transceiver modules are also only 

sensitive to signals up to a certain strength, beyond this the transceiver is unlikely to be able to 

function correctly.  

The impact that an underwater environment has on frequency is also an important 

consideration. This is due to signal frequencies changing based on the permeability and 

permittivity of the environment that is deployed within. It is possible that an antenna that is 

sensitive to a frequency in air will not be sensitive to the same frequency in water due to the 

changes in permeability and permittivity of the medium.  

3.3.2 Frequency 

Frequency is an important consideration for an underwater environment, it is important 

to understand the influence that the permeability and permittivity play in the frequency of a 

transmitted radio wave. In order to ensure that communications function in an underwater 

environment the antenna used must account for this change of signal frequency, either through 

a wide band design that supports a wide range of frequencies or through the use of a tuned 

antenna to the appropriate frequency within an underwater environment.  
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Based on equation 3-1 for the calculation of frequency the speed of the wave must be 

accounted for. In air the speed of the wave can be assumed to be the speed of light in a vacuum, 

however in the case of EM propagation in water this is not the case, since the speed of light is 

dependent upon the dielectric properties of the medium it travels through as shown by 

Equation 3-2.  

The frequency of a wave can be calculated based on its wavelength and the speed of 

light constant shown in equation 3-1. In most cases the speed of light used is based upon the 

speed of light in a vacuum. 

3-1 Calculation of frequency using the speed of light and wave length 

𝑓 =
𝑐

𝜆
 

f Frequency 

c Speed of light   

λ Wave length 

 

Maxwell’s equation shows that the permittivity of the material that the electromagnetic 

wave travels through impacts on the speed at which the wave travels. Using a derivation of 

Maxwell’s equation allows the calculation of the speed of light[114, 115] for a given 

permittivity using the equation shown in 3-2. Using equation 3-2 the equation presented in 3-1 

can be expended to equation 3-3. 

  

3-2 Derivation of the speed of light using Maxwell's equations 

𝑐 =
1

√𝜖0𝜇0
 

c Speed of light 

ϵ0 Permittivity 

μ0 Permeability  
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3-3 Derivation of frequency using Maxwell's equations for the speed of light 

𝑓 =  

1

√𝜖0𝜇0

𝜆
 

c Speed of light 

ϵ0 Permittivity 

μ0 Permeability  

f Frequency 

λ Wave length 

 

3.3.3 Attenuation 

Attenuation is an important concern that can severely limit the effectiveness of 

communications for an underwater wireless sensor network using radio frequency. Two forms 

of attenuation to consider are attenuation over distance and the attenuation suffered from 

refractive loss, as a signal passes from one medium to another.  

Loss over distance 

One of the most important considerations for the use of radio frequency in an 

underwater wireless sensor network is the attenuation of signal that occurs over the distance 

transmitted. All RF signals suffer from some form of attenuation as they travel through a 

medium. The attenuation of signal is related to the permeability and the permittivity of the 

medium.  

Electromagnetic waves suffer from significant attenuation when in water with it being 

shown[116] that  radio frequency attenuation suffers significant losses in sea water. The work 

showed the significant attenuation experienced in sea water with an increase of attenuation 

from 3.5 dBm at 10 kHz to 11 dBm at 100 kHz. 



66 

 

The attenuation constant can be calculated using Equation 3-4[117, 118] the equation 

shows the link between permittivity, conductivity and frequency on the attenuation of a Radio 

Frequency signal, an increase in frequency or conductivity will increase the attenuation.  

Equation 3-4 Calculation for signal attenuation over distance based on permittivity and permeability 

𝛼 = 𝜔{
μ𝜖

2
[√1 + (

𝜎

𝜔𝜖
)
2

− 1]}

1
2

 

α Attenuation 

ϵ Permittivity 

μ Permeability  

ω Angular frequency  

 

 

Refractive loss 

Electromagnetic waves suffer additional loss when changing from one medium to 

another, this is known as refractive loss. This loss is introduced on top of the attenuation loss 

of a signal, the value of the loss can be calculated in the formula given in Equation 3-5 [117, 

118]. 

Equation 3-5 Formula for the calculation of refractive loss 

𝑎 = 10log10

(

 
 
|𝑇|2𝑅𝑒

(

 
√
μ0
𝜖0

√
μ1
𝜖0𝜖̅)

 

)

 
 

 

ϵ0 Permittivity 

μ0 Permeability  

ϵ ̅  Relative permittivity 

T Transmission coefficient  
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Refractive loss is an important factor to consider as it plays an important role within 

the propagation path that a signal travels. In some cases, the amount of refractive loss that 

occurs for example when crossing the water-air boundary and vice versa plus the loss 

experienced in air is less than the signal would suffer if it passed solely through the water.  

3.3.4 Propagation path 

Within an underwater environment it is important to consider the propagation path that 

the signal will take. This will often depend upon the depth at which the communications take 

place. In many instances it is possible that the propagating path is through the exiting of water 

and transmitting through air before re-entering the water. This will be the case when the loss 

experienced through attenuation through only water is greater than the sum of the loss from 

refractive loss and attenuation loss in air and water.  

There are examples of this being demonstrated within experimental works including 

that presented by I I Smolyaniov et al[119] who examined how depth impacted on 

communication distances in seawater; the work used a 50 MHz using impedance matched 

antennas. The work examined depths between 0 m and 2.5 m and distances of 0 to 5 m with 

both simulated and experimental works, the works showed that as depth increased the 

communication distance decreased. The work concluded that in seawater  received signals were 

dominated by surface electromagnetic waves.  

Additional works by A Palmeiro[120] highlight this issue as well, the work discusses 

that in cases where two divers are 1 Km apart and submerged 2 m an RF signal will experience 

less loss than predicted if the signal passes through water. The work identifies that instead, the 

water crosses the air-water boundary before propagating through air and re-entering the water.  
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3.4 Modulation techniques 

3.4.1 Introduction 

Carrier wave modulation is fundamental to communication methods such as acoustics 

and RF, the modulation approach allows for data to be encoded using the carrier wave, in turn 

allowing the signal to be decoded by receiving nodes.  This section covers some popular carrier 

wave encoding approaches that are used, covering the modulation approach, the advantages 

and the drawbacks of the modulation schemes.  

3.4.2 Amplitude Shift Keying 

Amplitude Shift Keying (ASK) two binary values are represented by two amplitudes, 

in most cases one of the amplitudes used is zero. This allows the presence of the carrier signal 

to represent the second binary value. ASK modulation is commonly used in fibre-optic 

communications. 

 

Figure 3-3 An example of OOK modulation for the binary value of 1010 

 

OOK uses the presence of a carrier wave and the lack of presence of a carrier wave to 

encode digital data, this differs from ASK where a lower amplitude can be used for a low signal 

rather than the complete lack of presence of a signal. Figure 3-3 shows an example of binary 

data encoded using an OOK scheme with the digital overlaid over a representation of the signal.  
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Data encoded using ASK is trivial to decode, assuming a sample is taken at twice the 

frequency rate the signal can be decoded using a simple lowpass filter. The most simplistic 

form of amplitude modulation is On Off Keying (OOK). 

 

3.4.3  Frequency Shift Keying 

Frequency Shift Keying (FSK) is a modulation scheme in which the frequency of the 

carrier wave is discreetly altered to encode data into the carrier wave. The simplest form of 

FSK is Binary Frequency Shift Keying (BFSK), in this modulation scheme a pair of frequencies 

are used to encode and transmit binary data. Figure 3-4 shows an example of a modulated 

carrier wave using BFSK.  

 
Figure 3-4 An example of FSK modulation for the binary value of 1010 

 

Data encoded using BFSK can be decoded with relative ease without significant 

amounts of computational power using the Goertzel Algorithm[121] which can be 

implemented even on devices with limited computational power such as microcontrollers. The 

approach measures a single frequency component. 
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3.5 Digital communication data rates  

3.5.1 Introduction  

Communication rates play an important factor in any form of computer network, from 

networks such as the internet through to wireless sensor networks. This section explores the 

limitations of wireless sensor network communication baud rates which are impacted by factors 

such as frequency and the signal to noise ratio.  

3.5.2 Nyquist theorem 

Nyquist’s theorem [122] is an important cornerstone within digital signal processing, 

not just limited to being used to calculate network data rates, the theorem plays a role in other 

computer science areas such as the digitisation of sound.  

Nyquist’s theorem provides a formula to calculate the maximum amount of data that 

can be encoded into a given frequency. Equation 3-6 shows Nyquist’s theorem, while the value 

given by this is a theoretical maximum that can be encoded, it shows that the frequency used 

has a direct impact on the amount of data that can be transmitted.  

Equation 3-6 Nyquist’s theorem 

𝑪 = 𝟐𝑩 𝒍𝒐𝒈𝟐𝑳 

 (1) 

 C = channel capacity (bits per second) 

 B = Bandwidth of the channel (Hz) 

 L = number of signal levels used to represent data  
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3.5.3 Shannon Hartley theorem 

The Shannon Hartley[123] theorem adapts and expands Nyquist’s theorem further and 

develops work by Hartley. The Shannon Hartley theorem enables the calculation of a maximum 

theoretical baud rate based upon frequency and signal to noise ratio. The equation given by the 

Shannon Hartley theorem is shown in Equation 3-7. 

Equation 3-7 Shannon Hartley equation 

𝑪 = 𝑩 𝒍𝒐𝒈𝟐(𝟏 + 𝑺𝑵𝑹) 

 (1) 

 C = channel capacity (bits per second) 

 B = Bandwidth of the channel (Hz) 

 SNR = Signal to Noise ratio  

 

The Shannon Hartley theorem identifies that as the signal to noise ratio increases the 

maximum baud rate must decrease. This is an important consideration where there may be an 

increased amount of signal to noise ratio such as in built-up areas with other wireless devices 

or where the transmission signal is weaker; for example, in cases where there is a large distance 

between the transmitter and receiver. 

The theorem shows that there is a link between the baud rate and the maximum 

communication distance that can be achieved, showing that distances can be increased by 

sacrificing data communication speeds to reduce the signal to noise ratio.  

3.5.4  Data rates  

There is an important distinction within data communications between baud rates and 

bit rates. Baud rates represent symbols per second, symbols in the case of digital 

communications are the number of bits that can be carried in each signal unit. The baud rate is 

then calculated as the number of signal units that can be transmitted per second.  
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Bit rates within digital communications relate to the number of bits that can be 

communicated per second, this value can be based on the baud rate multiplied by the number 

of bits that a signal unit carries. In cases where the number of bits that a single signal unit can 

carry is one, the baud rate will be the same as the bit rate.  

The work of Shannon Hartley shows that the theoretical maximum data communication 

rate is influenced by the signal to noise ratio, with a higher amount of noise within an 

environment leading to a decrease in the maximum theoretical communication link speed. 

Based upon this we can infer that reducing the data rate enables operation in higher noise 

environments or where there is a weaker signal, for example at further distances.  

A practical example of this is in the case of the 802.11 family of protocols better known 

as WiFi. The 802.11 specifications include link speed negotiation between devices to enable 

devices to connect where there is a low signal to noise ratio, either due to a weak signal 

attributed to a further separation distance between devices or where these is an increase in 

signal interference from other devices.  

The approach taken by the 802.11 specifications enables a balance between clients in 

favourable conditions of a high signal to noise ratio while ensuring that clients at further 

distances, or in higher noise environments are also able to communicate. This approach to 

balancing data rates within wireless networks could be applied to an underwater wireless sensor 

network, enabling sensor nodes to use lower data rates to achieve further communication 

distances, while allowing sensor nodes that are more closely located to communicate at higher 

data rates.  
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3.6 Routing protocols 

Routing protocols form a vital part of WSNs, enabling data to traverse the network from 

one sensor node to another and have been explored in detail within a range of works published 

on the subject. Routing protocols have an impact on factors of WSNs such as node power 

consumption, network resilience and the ease of deployment of network nodes. This section 

covers a range of routing protocols used within WSNs, how they can impact on factors such as 

ease of deployment, power consumption and resilience to network node losses. 

3.6.1 Low Energy Adaptive Clustering Hierarchy  

Low Energy Adaptive Clustering Hierarchy (LEACH) is a popular routing protocol for 

wireless sensor networks, using a clustering approach to distribute power consumption across 

nodes maximising overall network lifespan by attempting to distributing the workload of the 

network evenly across all network nodes. LEACH has formed the basis on many modified 

variants that add additional functionality such as multi hop relay support, this section covers 

the original LEACH approach, with later sections covering some popular variants of the 

LEACH protocol. 

Principles of operation 

The LEACH protocol consists of two key phases, the first is a cluster head (CH) 

selection phase, during this stage cluster heads are elected and set up with nodes selecting the 

most appropriate CH. The second phase is the steady phase in which data is relayed though the 

network, the network remains in the second phase until the end of the steady phase when the 

cluster head selection phase begins again, and cluster heads are elected.  
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Cluster Head selection 

The Cluster Head selection phase of LEACH allows for cluster heads to be rotated, this 

process allows for the more power demanding task of long-range data transmission and 

aggregation of data to be offloaded to designated network nodes and rotated to different nodes, 

sharing the burden and balancing power demanding activities throughout the network.  

The LEACH cluster selection process consists of three stages: advertisement, cluster-

set-up and schedule creation. The first stage involves a node deciding on if it should put itself 

forward as a CH, the probability of a node advertising itself as a CH. Each node generates a 

random number between 0 and 1 and evaluates if the number is greater than a threshold 

calculated based upon the number of rounds that have passed and the number of desired cluster 

heads. The original approach works on the assumption that all nodes begin with the same 

amount of energy although variations of the Cluster Head threshold equation have been 

developed.  

Each identified CH transmits an advertisement message to other nodes on the network, 

all nodes transmit the advertisement message at the same level of power. During this phase all 

nodes must keep their receivers to receive cluster head advertisements, one completed non-

cluster head node selects the cluster which it will join for the next round based on the received 

signal strength of the advertisement messages with the highest signal strength being selected, 

in cases of a tie for which cluster head to use a random cluster head is selected.  

Once each node has selected a Cluster Head to belong to, it informs the Cluster Head 

node that it will be a member of the cluster. During this stage all cluster head receivers must 

remain on. Once all nodes have registered with Cluster Heads each cluster head forms a 

schedule based on the number of nodes in the cluster and is broadcast to all members of the 

cluster.  
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Steady Phase 

The steady phase of operation can begin once a schedule is put in place. Assuming 

nodes will always have data to send they can transmit data to the Cluster Head during the 

allocated transmission time. Transmissions to the Cluster Head can use the minimum amount 

of energy required for the Cluster Head to receive the transmission, based on the received signal 

strength for the original advertisement message. The steady phase of the LEACH algorithm 

continues until the start of the next round when new cluster heads are elected.  

Advantages 

The LEACH algorithm allows for energy intensive data transmissions to be spread 

across all nodes, making improvements to the overall energy efficiency of the network by 

maximising the lifetime of the network. Using adaptations in other works for the definition of 

the threshold allows for factors such as remaining energy to be factored into the selection of a 

Cluster Head, providing further opportunities to ensure power consumption is distributed 

across the network nodes as effectively as possible.  

The LEACH algorithm lends itself to allowing data aggregation before sending data 

onwards since each Cluster Head receives data from nodes for which it is the nearest Cluster 

Head. This means that there is the opportunity to reduce the amount of data transmitted over 

long ranges by aggregating data that is collected from the nearby area. 

The LEACH algorithm reduces the amount of network set-up required, allowing for the 

formation of an ad hoc network with no knowledge required of other nodes on the network. 

This also allows for new nodes to be added to the network throughout its lifetime, though an 

appropriate approach for the derivation of a threshold for Cluster Head selection based on 

residual power would need to be used to ensure that the network continued to distribute power 

throughout the network. 
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The LEACH approach manages node deaths throughout the network, in cases where a 

Cluster Head dies during the steady stage the orphaned nodes will be reincluded into the 

network upon the start of the next round; in cases where a node that is not a Cluster Head dies 

the network will continue to operate normally with the scheduled slot for the dead node going 

unused. Upon the next round the network will disregard the dead node and will not schedule 

for it. 

LEACH has formed the basis for several adaptations which add additional functionality 

to the approach.  MS-LEACH [124] and M-level LEACH [79] are two examples that add 

support for multi-hop routing allowing for an increase in network range by routing packets 

through multiple clusters to reach the target sink node. Other adaptations such as LEACH-C 

[125]  which uses a high energy base station to finish the choice of Cluster Heads improving 

the chances of nodes with higher residual energy being elected as Cluster Heads.  

LEACH is an active area of research being undertaken into variations that add 

additional features and improve on power consumption. LEACH forms the basis of other 

routing approaches such as TEEN [126] which uses LEACH as the basis of its approach to 

communication within wireless sensor networks. 

Drawbacks 

The original LEACH protocol suffers from issues, such as the lack of multi-hop support 

reducing the area that the original protocol can be used to cover. Adaptations such as MS-

LEACH and M-LEACH have been developed to resolve this gap within the LEACH protocol 

and provide approaches that allow for a multi-hop network to be formed. 
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The original protocol also does not consider the energy levels of nodes to set the 

probability threshold of a node becoming a Cluster Head. This can have an impact on the 

overall network lifetime, with some nodes dying considerably earlier than others, this issue is 

resolved with adaptations such as LEACH-C. 

LEACH and derivatives of it focus on a singular direction of data transmission, with no 

provision for communication from the sink node to nodes within the network. In most cases 

this is not an issue but, in some cases, it may be desirable to allow for bidirectional 

communication between nodes and the sink nodes in instances where commands wish to be 

sent to a node or configuration parameters need to be altered. It would also be desirable as such 

a facility would allow for over-the-air updates to be pushed to nodes on the network.  

3.6.2 Power-Efficient Gathering in Sensor Information Systems 

Power-Efficient Gathering in Sensor Information Systems [127] (PEGASIS) is a 

commonly used routing protocol that can offer significant improvements in prolonging 

network lifetimes compared to the LEACH protocol. Applying a chain-based approach with a 

singular head node, this approach means that each network node need only to forward data on 

to the next network node within the chain reducing the amount of data each network node has 

to communicate.  

Principles of operation 

PEGASIS takes a chain-based approach to routing packets though a network of nodes, 

each node has prior knowledge of the network. The protocol uses a chain-based approach with 

each node apart from the starting and ending node receiving a new packet; the receiving node 

then fuses its additional data to the data received before forwarding on to the next network 

node. 
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PEGASIS uses either a greedy algorithm graph traversal algorithm to form a chain that 

traverses all nodes within the sensor network or, alternatively the work suggests that a chain 

can also be computed by the sink node and transmitted to all the sensor nodes on the network. 

The chain is computed before the first round of communication takes place.  

Advantages 

The PEGASIS protocol enables a significant reduction in the amount of data that is 

directly communicated to the sink node of the sensor network. The approach opts to fuse data 

together, allowing a single packet to pass through all sensor nodes within the network. This 

approach allows each sensor to contribute its own data to the packet before passing the packet 

on to the next sensor node in the chain. This approach allows for all nodes to relay data using 

a signal transmission without the need for the transmission to be repeated by intermediary 

nodes to reach the sink node.  

The PEGASIS approach allows for adaptations to the network, enabling all sensors to 

communicate data. The approach mitigates the need for multi-hop routing for a sensor node to 

transmit data to the sink node by making multi-hop routing a first-class citizen and the basis 

for the protocol.  The chain-based approach allows for the protocol to react to changes in sensor 

node locations, enabling the sensor network to automatically configure itself once deployed 

and cope with the loss of sensor nodes.  

Drawbacks 

The PEGASIS protocol makes heavy use of data fusion throughout the routing process, 

while this allows for a significant reduction of data transmitted it also reduces the amount of 

data that is received and significantly reduces the granularity of the data received. Data fusion 

might include the use of processes such as mean, max and average values for data, however 

this limits the data analysis that can be done.  
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The loss of granularity within the data fusion process of PEGISIS also makes the 

capture of region-specific data more difficult using the protocol. It would be possible for 

sensors to be allocated a region and use a sensor packet that allows for the fusion of multiple 

regions of data, though this adds additional complexity to the sensor network and would cause 

some sensor nodes to transmit a larger than required data packet. 

3.6.3 Threshold Sensitive Energy Efficient Sensor Network Protocol 

Threshold Sensitive Energy Efficient Sensor Network Protocol [126] (TEEN) is a 

commonly used routing protocol that can offer significant improvements in network node 

lifetimes over the conventional LEACH protocol implementation by applying a threshold 

check to sensor data collected, only relaying sensor readings when sensor data meets certain 

criteria requirements. The protocol uses the LEACH protocol as a basis for routing packets 

between network nodes but adds a thresholding approach to sensor readings to reduce the data 

transmitted though the network. 

Principles of operation 

The TEEN routing protocol uses the same system for routing messages through a 

network as LEACH, electing cluster heads and relaying data through the cluster head to the 

sink node. The TEEN protocol adds an additional layer on top the of the LEACH protocol 

adding a threshold at which data from a sensor node must be transmitted to a cluster head.  

The protocol uses a Hard Threshold (HT), this threshold represents the threshold beyond 

which the sensor node must transmit to the cluster head.  The protocol also uses a second Soft 

Threshold (ST) which is used; this represents the minimum change at which the sensor node 

must transmit data to the cluster head. 
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A sensor node using the TEEN routing approach continually takes readings from the 

environment, the reading taken is evaluated against the HT value defined, if the sensed data 

exceeds this threshold, data is transmitted to the cluster head and the sensor value (SV) stored 

in memory. 

The sensor node will continue to take sensor readings but will not transmit unless the 

new reading exceeds the value of HT and the new reading is less than SV – ST or greater than 

SV + ST. If both conditions become true, the sensor will transmit the new value and the newly 

transmitted value will become the new value for SV.  

Advantages 

TEEN is built upon the LEACH protocol, which has been developed over the years 

with a range of alternatives which adapt and improve the original protocol by supporting 

features such as multi-hop routing. Being built upon LEACH provides TEEN with the benefit 

of these previous works and developments. 

TEEN enables a reactive approach to be taken with sensing applications, data is relayed 

at regular intervals or when there is a significant change that needs to be known. This has 

applications in many sensor-networking areas including environmental and water quality 

monitoring where knowing that thresholds have been exceeded has advantages so that action 

can be taken as soon as possible. 
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Drawbacks 

TEEN requires that sensors take regular readings, regardless of whether that reading 

will be transmitted, while this is not as power consuming as taking a reading and transmitting 

it there is still an associated power consumption cost that must be accounted for. A system that 

implements a TEEN routing approach will always consume more power than the same 

implementation using the same underlying LEACH implementation as more sensor readings 

will be taken.  

The Hard Threshold and Soft Threshold within the TEEN protocol play a significant 

role in how many times the sensor node will transmit additional data beyond the amount that 

would be transmitted using the equivalent LEACH implementation. It is important that these 

values are set appropriately so that data is not needlessly transmitted.  An incorrect or 

misjudged value set for either HT or ST could lead to a significant reduction in the lifetime of 

the sensor network due to the increased number of transmissions made within the network.  

3.6.4  Controlled flooding 

Controlled flooding routing is a simple but effective routing approach that provides a 

simple implementation which enables multi-hop routing. The approach ensures messages are 

communicated as far as possible by having each network node retransmit the message it has 

just received if it has not previously transmitted that message, stopping endless loops of the 

same message being transmitted across the network.  
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Principles of operation 

Controlled flooding [128] is a simplistic protocol where a sensor node transmits a 

message with a payload including a unique message ID. Each sensor node that receives the 

packet checks the message ID and compares it to a list of message IDs that it has retransmitted. 

If the sensor node has not retransmitted the message the ID of the message is stored, and the 

message is retransmitted. 

Controlled flooding builds upon the uncontrolled flooding routing approach, but 

significantly improves on one of the major weaknesses of the uncontrolled flooding approach 

where messages end up being transmitted endlessly between two nodes. This is because in 

uncontrolled flooding, messages are not checked to see if they have been previously 

retransmitted, but instead are automatically retransmitted regardless. This can in many cases 

cause close sensor nodes to repeat the same message between one another until one of the 

sensor nodes runs out of power. 

Advantages 

A controlled flooding routing approach allows for a simple implementation which can 

be implemented with a trivial amount of effort. The implementation requires a method of 

acquiring a unique message ID such as system clock and a method for storing and evaluating 

previous message IDs that have recently been transmitted to ensure the sensor node does not 

transmit the message more than once. 

Controlled flooding ensures that a message propagates through to all reachable sensor 

nodes, including the sink node. This gives the message the best chance of reaching the sink 

node as in all cases where there is a viable route between the transmitting node and the sink 

node the message will be received eventually through the network.  
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Controlled flooding as a routing method enables the sensor network to handle situations 

such as the changing of locations of sensor nodes as well as the loss of sensor nodes. Because 

no node requires any knowledge of other nodes within the network there is no impact on the 

overall network  

Drawbacks 

One of the major flaws in controlled routing is the disregard that the protocol gives for 

power efficiency. The protocol gives the best chance of a message being received by the sink 

node but at the cost of propagating the message through to all sensor nodes within the network, 

many of which would not need to receive or broadcast the message for it to reach its desired 

destination, wasting significant amounts of energy with unnecessary transmissions. 

The controlled flooding approach to routing also reduces the number of messages that 

can be transmitted through the network since every sensor node in the network plays a role in 

the transmission of each message. This increases the number of transmissions that are used for 

each sensor reading, reducing the time available for other sensors to transmit readings.  

3.6.5 Comparison 

There are a range of routing protocols available within wireless sensor networks, the 

routing protocols examined depend on being able to form links with multiple nodes to ensure 

the network is resilient to node failures.  

The LEACH protocol is a well-established hierarchical routing approach, with 

adaptations such as M-LEACH to enable multi-hop routing within the network. LEACH rotates 

the more energy demanding role of cluster head amongst sensor nodes to balance the power 

consumption of nodes within the network to optimise network lifetimes.  



84 

 

The TEEN routing protocol builds upon the LEACH protocol, evaluating sensor 

readings on a regular basis to enable a more reactive sensor reading reporting approach, 

allowing changes in conditions to be more quickly relayed to the sink node than in the case of 

LEACH on its own. The TEEN protocol needs to have appropriate threshold values set to 

ensure that readings are only transmitted when appropriate, if not, the overall network lifetime 

can be significantly impacted. 

The PEGISIS protocol offers an alternative to LEACH which TEEN is ultimately built 

upon. PEGISIS uses data fusion to reduce the amount of data that needs to be transmitted by 

each sensor node. The approach requires that a sensor node receives a message, fuses its data 

into the received packet before forwarding the packet onto the next sensor node in the chain. 

PEGIS offers improvements of network lifetimes over LEACH[129] at the cost of data 

granularity due to the data fusion process. 

Controlled flooding is a very simple routing approach, that enables a simple 

implementation at the expense of power efficiency. Due to sensor nodes having no required 

knowledge of other sensor nodes within the network the protocol is flexible and able to easily 

cope with changes in the locations of sensor nodes and with the death of sensor nodes without 

any additional overhead. Controlled flooding does have a significant overhead of unnecessary 

transmissions due to all sensor nodes receiving and then retransmitting each data packet. 

3.7  Summary 

The chapter has identified and examined the key communication methods used within 

an underwater wireless sensor network, examining important factors for communication 

including alignment,  
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This chapter has examined considerations that are important to the creation of an 

underwater wireless sensor-networking platform. highlighting the impacts of antenna design, 

examining existing implementations of underwater communications using a variety of designs 

covering the data rates and distances achieved by the works. 

The chapter has also explored the way in which electromagnetic waves propagate in an 

underwater environment. The section shows the importance of ensuring that changes in 

frequency due to the change in permittivity and permeability are accounted for to ensure the 

antenna functions properly. The section has also examined the loss experienced by 

electromagnetic waves due to attenuation and refractive loss.  

The chapter has also examined modulation techniques that can be applied to digital 

communications to encode binary data into a carrier wave. The section also examined factors 

that impact on communications including how frequency can impact the maximum achievable 

data rates. The chapter also identified the role that signal to noise plays in the maximum 

achievable data rate and how lowering the baud rate can positively impact on the achieved 

communication distances.  

The chapter has also covered routing protocols commonly used in conventional 

wireless sensor networks, examining the fundamental principles of the protocol as well as the 

advantages and disadvantages of them. The section showed that there are several ways routing 

protocols can be used to improve the reliability of the network as a whole and ensure the 

maximum network lifetime. 
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4  Underwater wireless sensor networks using radio frequency 

4.1 Introduction 

This chapter presents the use of radio frequency to form an Underwater Wireless Sensor 

Network (UWSN), examining factors such as conductivity and baud rate’s impact on 

communication distances. This chapter presents a first implementation of a UWSN using a 

simple broadcast routing protocol to route packets across multiple network nodes.  

4.2 Considerations for processor units 

This section covers considerations for microcontrollers with a microcontroller having 

the CPU, RAM, ROM and other peripherals to operate. This section will examine a range of 

properties that are important in selection of a microcontroller, this section will only examine 

microcontrollers which are designed for specific tasks and not microprocessors which are 

designed for unspecific tasks.   

Power consumption is an important factor for microcontrollers, as this will have a direct 

impact on the overall power consumption of the platform. Many microcontrollers offer a range 

of power saving features including low power sleep states and reducing the clock speed of the 

processor to reduce power usage.  

Technology maturity is another important consideration, during development the ease 

of access to development and support materials is often related to the maturity of the technology 

in use, with established technologies offering a range of supporting materials. 
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Connectivity is vital to ensure that the developed platform can connect to a variety of 

sensors, with a range of communication interfaces available including SPI, I2C, Serial. A 

microcontroller providing a range of connectivity options enables a wider range of sensors to 

be supported enabling a more flexible platform. 

Cost is an important factor in the selection of a microcontroller, for a sensor platform 

to be viable it must be cost-effective to deploy in large numbers and in conditions where not 

all sensor nodes may be recovered. 

Complexity of the overall circuity required to support the processor should also be 

considered, not only does this help to reduce the overall cost for a sensor node but also reduces 

the complexity of the required circuit design.  
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4.2.1 Atmel 328 

The Atmel 328 microcontroller is popular within industry and with hobbyists with 

support from clock speeds of up to 20 MHz at 5 V although most common configurations use 

an 8 MHz clock speed at 3.3 V or 16 MHz at 5V. The Atmel 328 offers a range of power saving 

modes enabling current consumption of 40 µA in sleep state and 5.2 mA when active.  

The Atmel 328p offers a range of connectivity including support for one SPI, one I2C 

and a UART interface. The Ateml 328p microcontroller also has support for 23 programmable 

Input Output lines. 

The Atmel 328p has a wide range of development materials available both directly from 

the manufacturer as well as from the wider community. The Atmel 328p is also used on a wide 

variety of development boards including the Arduino Uno as shown in Figure 4-1 and the 

Adafruit Metro enabling rapid development of prototypes.  

 

Figure 4-1 Arduino Uno development board 
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4.2.2 Microchip PIC24F 

The Microchip PIC24F is a 16 bit microcontroller supporting speeds of up to 32 MHz 

with support for 32Kb of SRAM. The PIC24F operates with a supply voltage of between 2.0V 

– 3.6 V with a current draw of 6.3 mA when active and 1.16 mA sleep state and 300 nA in a 

sleep state.   

The Microchip PIC24F offers a range of connectivity options including support for 

three SPI interfaces, 2 I2C interfaces and 4 UART interfaces. The PIC24F also provides 

support for up to 85 I/O pins including 24 analogue inputs with 12-bit resolution.  

The PIC24F is popular within the Microchip community, there are a range of forums 

and example code. Microchip also provide supporting documentation as well as a range of 

development boards such as the PIC24F Curiosity development board shown in Figure 4-2 

available to enable rapid prototyping. 

 

Figure 4-2 A PIC24F Curiosity development board 
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4.2.3 STM32F0 

The STM32F0 is a 32-bit entry level microcontroller with a range of variances 

including low-voltage and value variants. The F0 series offers a range of clock speeds up to 

48 MHz with 8 Kbytes of SRAM. The STM32F0 supports voltages of between 2.0 V – 3.6 V 

with a typical sleep current consumption of 2.8 mA at a clock speed of 48 MHz and a current 

of 12.0 mA at 48 MHz when executing code from memory.  

The STM32F0 series supports a range of connectivity including support for up to I2C 

interfaces with support for fast mode. The microcontroller also supports two USART with 

support for one ISO7816 interface. The controller also provides support for two SPI interfaces.  

The STM32F0 processor series is a widely supported microcontroller, used in a range 

of connected devices and a wide range of materials available online. The STM32F0 also has a 

variety of development boards such as the STM32F072B-DISCO shown in Figure 4-3 which  

can be used to create initial prototypes before continuing to develop further iterations. 

 

Figure 4-3 STM32F077B-DISCO development board 
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4.2.4 Intel Edison 

The Intel Edison is a computer module shown in Figure 4-4 targeted for use in the 

internet of things and wearable devices. The board uses a duel core Intel Atom processor at 

500 MHz combined with an intel Quark microcontroller running at 100 MHz combined with 

1 GB of RAM.  The module also includes a 4 GB of internal storage and has integrated 

Bluetooth and WiFi integration.  

The Intel Edison module offers a range of interfaces including a dedicated SD card 

interface, two UART controllers, 2 I2C controllers, 1 SPI controller with 2 chip selects and a 

I2S controller. The module also supports an additional 14 general purpose input and output 

pins. 

The Intel Edison was discontinued in September 2017, while there remains a 

community surrounding the Intel Edison they are no longer manufactured and will not be 

developed further. There is however a wide range of example code and documentation that still 

supports development using this platform. Figure 4-4 shows an example of the Intel Edison 

evaluation board. 

 

Figure 4-4 Intel Edison development board 
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4.2.5 Conclusion 

There are a variety of microcontrollers all offering a range of features including low 

power usage and a range of connectivity options. Table 4-1 shows a comparison of key features 

for each of the discussed development boards. The microcontrollers examined offer their own 

distinct features with products such as the Microchip PIC24F offering low sleep currents while 

other microcontrollers such as the STM32F0 offer increased clock speeds.   

Table 4-1 A comparison of features of potential development boards 

Microcontroller Sleep 

current 

Wake 

current 

Clock speed SPI I2C UART Cost (£) 

Atmel 328P 1.16 mA 5.2 mA 20 MHz Y Y Y 1.59 

Microchip PIC24F 300 nA 1.16 mA 32 MHz Y Y Y 1.68 

STM32F0 2.8 mA 12.0 mA 48 MHz Y Y Y 1.43 

Intel Edison N.A N.A 1 GHz Y Y Y 39.92 

  

Given the intended use of the microcontroller there is no need for a high clock speed 

due to the limited amount of processing that each sensor node will undertake, with any high 

levels of data processing being completed once data is transmitted to its final location. This 

means that relatively low clock speed of several MHz is more than enough for the intended 

purposes.  

Documentation and support are important factors with products such as the Intel Edison 

being less useful due to the lack of ongoing support from the manufacture and limited 

community support compared to other offerings such as the STM32F0 and Atmel 328P. 
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Connectivity is important to ensure that the developed platform can communicate with 

a range of devices, allowing the usage of the platform to be expanded to include additional 

sensors. All the examined microcontrollers support a range of communication methods 

including SPI, I2C and UART which are commonly used. 

The Atmel 328P offers a reasonable clock speed for the intended application while 

providing all the required connectivity options. The cost of the Ateml 328P also makes the 

microcontroller an attractive option, allowing for the development of a cost-effective solution. 

The Atmel 328P also has large support both from the manufacture and with a supportive 

community, providing a range of example applications and development boards to get started 

with. 

Given the connectivity offered by the Atmel 328P enables a range of sensors and other 

devices including a transceiver to be connected. The Atmel 328p also offers low power 

consumption figures during wake and sleep states enabling a power efficient platform. The 

Atmel 328P is also popular with developers and provides a range of support materials and 

development platforms enabling rapid prototyping. The features and functionality offered by 

the Atmel 328P make it an excellent option to develop an underwater wireless sensor- 

networking platform.  
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4.3 Routing approach 

Previous chapters have shown that there are a range of routing approaches available for 

use within wireless sensor networks. One protocol discussed was LEACH and derivatives, 

LEACH is an effective clustering protocol that enables power efficient routing in large scale 

wireless sensor networks, due to the clustering approach used within the protocol the effects of 

LEACH are significantly enhanced in larger scale networks for longer term deployments. There 

is also a certain amount of complexity involved in the implementation of the LEACH protocol 

ensuring that cluster heads are correctly rotated, and all nodes join a cluster.  

PEGISIS is another routing protocol used within wireless sensor networks, the protocol 

is another example of using multiple nodes within the network to relay a message to the sink 

node of the network. As with LEACH the implementation of PEGISIS has a significantly 

higher level of complexity to implement compared to other routing approaches.  

Controlled flooding is another protocol used within wireless sensor networks, an 

improved version of flooding in which every node resends every message it receives which can 

cause messages to be sent repeatedly throughout the network. Controlled flooding ensures that 

each node only retransmits a message once, ensuring messages are not repeatedly transmitted. 

Controlled flooding allows a simple implementation and ensures that messages are transmitted 

to all sensor nodes within the network ensuring that where a path from the sensor node to the 

sink node exists the message with be received by the sink node.  

Given the initial applications intended to use a small number of sensor nodes more 

complex routing protocols provide little benefit; due to the number of network nodes and the 

distribution of them it is unlikely that the benefits of protocols such as LEACH or PEGISIS 

will be an advantage. The additional complexity of these protocols could also inhibit 

experiments by introducing more points of failure. 
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 TEEN is another protocol used within wireless sensor networks; the approach is based 

upon the LEACH protocol but also applies a threshold for when readings are sent. As well as 

the issues highlighted with the LEACH and PEGISIS protocols TEEN suffers from the 

additional issue of not continually transmitting data, while this approach is useful in a deployed 

wireless sensor network it inhibits the ability to perform testing as readings would have to 

change on a regular basis for data to be transmitted. This factor introduces an element of doubt 

into if the network is functioning correctly or not.  

Given the simplicity of implementing controlled flooding compared to other 

approaches such as TEEN, LEACH and PEGISIS it makes controlled flooding an attractive 

approach for initial development, with a simpler routing approach ensuring the implementation 

is functional. The use of controlled flooding could be enhanced using a similar approach to 

only transmit data when it falls within a given threshold or when data has changed by a 

specified amount.  

The advantage of controlled flooding being a simple approach to implement, combined 

with the fact that other approaches examined, such as LEACH, PEGISIS and TEEN, only show 

true advantages in prolonging network lifetimes due to the size of the network, make controlled 

flooding a strong option. Using controlled flooding enables a simple implementation of a mesh 

wireless sensor network, reducing the change for issues during initial testing. Controlled 

flooding is the best suited to developing a wireless sensor network, while enabling an 

alternative to be implemented at a later point in development.  
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4.4 Antenna design 

Antenna design plays an important role in how signals will be transmitted and received, 

3.2 Antenna design covers a number of antenna designs that have been used in previous 

experimental works  within UWSNs . The experimental works undertaken used a bowtie 

antenna, this design was selected due to the benefits of functionality in and out of water, due 

to the ultrawide bandwidth supported by the antenna, as well as the omnidirectional design 

reducing the need for alignment.  

Experimental works used a bowtie antenna based on the design presented by A. Abdou 

et al[96], Figure 4-5 provides a design of the antenna used with measurements in mm. The 

presented antenna is designed to operate at the 433 MHz ISM (Industrial Scientific and Medical 

frequency). The antenna design offers advantages over other designs including a wideband 

design that enables it to function in air and water.  

The bowtie antenna wideband design allows the antenna to function over a wider range 

of frequencies. This enables the antenna to operate in both air and water. As shown by 

Maxwell’s equations the frequency of a signal will differ between air and water based on the 

permeability and permittivity. The wide band enables the antenna to function in water with a 

range of conductivities which impact on the permeability and permittivity of the water. 

The bowtie antenna design has an omnidirectional radiation pattern reducing the need 

for alignment between deployed sensor nodes in a deployment environment. This 

omnidirectional design also enables a single sensor node to communicate with multiple sensor 

nodes enabling a mesh network topology, rather than just point-to-point communication links. 

A mesh network topology enables the network to become more resilient helping to eliminate 

single points of failure.  
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The antenna design selected has also been shown to work in water, with previous 

experimental works in real-world environments achieving distances of 30m. The combination 

of advantages of the bowtie antenna design are its wide bandwidth nature, the omni directional 

design with the specific designs used by A. Abdou et al[96] which uses the 433 MHz ISM 

frequency and it has been tested in real-world environments.  

The bowtie antenna was selected for several reasons, firstly it has been shown that the 

bowtie antenna can operate at the 433 MHz frequency with distances of 30m showing a signal 

strength that could be viable for communication. Additionally, the bowtie antenna design is a 

broadband antenna design, allowing it to operate across a wider frequency range, this enables 

the antenna to function effectively in and out of water.  The size of the antenna plays an 

important role, due to the design of the bowtie antenna it is possible to create a shorter antenna 

comparted to the dipole equivalent antenna. A further reason for the use of a bowtie antenna 

design is due to the omni-directional nature of the antenna, making it ideal for forming a 

broadcast network.  

 

 

Figure 4-5 Design and measurements of the bowtie antenna used throughout experimental works based on previous works 
by A Abdou et al  
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The antennas used throughout the experimental works and based on the designs 

presented in Figure 4-5 were created using a chemical etching process on FR4 board with 

thickness of 1.5 mm, a layer of copper with a thickness of 35 µm was used for the planes of 

the antenna. The antennas were coated with a top layer of epoxy resin approximately 0.8 mm 

thick to protect the surface of the antenna from abrasion and damage and to ensure that the 

planes of the antenna were not able to short. Figure 4-6 shows the layers and thicknesses of the 

antenna used. The antenna was created in Autodesk Eagle and manufactured using a chemical 

photo etching process. 

 

Figure 4-6 A representation of the layers within a cross section of the antenna used during experimental works 

 

Figure 4-7 A simulation of the bowtie antenna’s radiation pattern 

Figure 4-7 Shows the simulated radiation pattern of the bowtie antenna presented in 

Figure 4-5. The radiation pattern shows a strong radiation pattern in all directions, this radiation 

pattern allows the signal to radiate well in all directions removing the need for alignment 

between sensor nodes.  
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4.5 Communication circuit design 

Experimental works used a common hardware platform based upon a number of 

iterations of the platform presented in Figure 4-8, the platform used an Atmel 328p micro 

controller. The microcontroller was used to implement software to control the various other 

components of the platform including sensor readings, data transmission using the platforms 

transceiver and providing serial output for data collection. 

The Atmel 328p micro controller was selected for a number of reasons, the first is the 

flexibility of the controller itself, it offers support for I2C, SPI, Serial communications and 

UART . Using the Atmel328P as a base allowed for the platform to develop enabling the easy 

integration of additional peripherals as and when required.  

A 

 

B 

 

C 

 

Figure 4-8 Three generations of prototype communication platform: A) First generation solderless breadboard prototype,   

B) Second solder breadboard prototype, C) Third printed circuit board prototype 
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The Atmel328P micro controller also offers a range of power saving features and 

modes, enabling a range of sleep states to be used by the micro controller to conserve power. 

The conservation of power is vital for any wireless sensor platform to ensure the maximum 

possible lifetime, for large amounts of the deployment the platform will not be active, and it is 

therefore beneficial to be able to use hardware sleep modes to reduce power consumption as 

much as possible. 

The platform used a HopeRF RFM69HW transceiver module for use with the 433 MHz 

ISM frequency, the transceiver module is capable of a transmission power output of +20 dBm 

and a sensitivity of down to -120 dBm. The transceiver module was connected to the SPI bus 

of the microcontroller to enable interaction between the microcontroller and the transceiver.  

The first generation of the platform was used for initial feasibility experimentation 

ensuring that the hardware was fully compatible and that the associated libraries were 

functional and enabled interaction between the transceiver and the microcontroller.  The second 

generation of the platform was used for further testing and was developed to ensure that the 

connected components did not come loose during movement, storage and during testing, this 

soldered breadboard prototype was used to test additional sensors that could be connected to 

the platform by enabling some flexibility to the platform while keeping key components 

securely connected. The final printed circuit board prototype was developed once all the 

hardware components including sensors had been identified and selected. This enabled several 

prototype boards to be produced while remaining consistent ensuring that antenna connections 

were as similar as possible across all prototypes.  
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The transceiver supports a variety of modulation techniques: FSK (Frequency Shift 

Keying), GFSK (Gaussian Frequency Shift Keying), MSK (Minimum Shift Keying), GMSK 

(Gaussian Minimum Shift Keying) and OOK (On Off Keying) enabling communication speeds 

of 300 kb/s using more advanced modulation techniques. OOK is limited in data rates to 25 

kb/s.  

The HopeRF module includes a packet mode enabling automatic processing of tasks 

such as preamble and sync word generation, CRC calculation and checking, address filtering 

and the handling of AES encryption and decryption through dedicated hardware. 

The platform was connected to two sensors using the I2C bus of the microcontroller. 

The first sensor was a TSYS01 temperature sensor which enables temperature readings to be 

taken at a resolution of 24 bits with an accuracy of ±0.1°C. The second sensor was a MS5837-

30BA depth sensor capable of taking depth readings of up to 300 M with a resolution of 2 mm. 

The sensors were used to collect real-time data to transmit to other sensor nodes. 

4.6 Radio frequency in conductive environments 

4.6.1 Introduction 

Initial experimentation was undertaken in a controlled lab environment to establish the 

impact on signal strength at distances of between 10 cm and 50 cm at a variety of 

conductivities. The experimentation examined how these factors impact on how signal strength 

decays in a variety of conductivities and how these factors are likely to impact in real-world 

environments.  
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4.6.2 Method 

The experiment used two bowtie antennas, one antenna was connected to the developed 

experimental hardware platform described in 4.5 Communication circuit design. The platform 

was programmed to transmit a continuous signal at the 433 MHz frequency. A second bowtie 

antenna was connected to a Hameg HMS 3000 spectrum Analyzer set-up to monitor the 

433 MHz frequency. 

Both antennas were suspended from a wooden rod suspended above a water tank 

measuring 50 cm by 40 cm by 60 cm. The tank was filled with water so that the suspended 

antennas were fully submerged. The first antenna connected to the experimental platform was 

placed 5 cm away from the edge of the tank with the antenna facing forward. The second 

antenna connected to the spectrum analyser was placed at a predefined distance away from the 

transmitting antenna. Figure 4-9 shows a bird’s eye view of the experimental set-up used.  

 

Figure 4-9 A bird’s eye view of the water tank setup with the antennas in position 
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The conductivity of the water within the tank was increased using sea salt, while sea 

salt is not likely to be present in large quantities in reservoirs, it is present in seawater and 

brackish water and is the main cause of the increased conductivity of these environments. The 

use of sea salts does not have a large impact on the overall PH of water due to the extremely 

weak basic nature of the CL- bond.  

The water conductivity was measured using a Hanna Instruments 98188 conductivity 

meter, the initial tank water had a conductivity of 0.2 ms/cm. The conductivity of the water 

within the tank was raised using sea salts. The conductivity of a 1 molar solution of sea salt 

was used to calculate the required quality of sea salts to raise the conductivity of 1 litre of water 

by 0.1 ms/cm. The amount of sea salt required was then used to calculate the amount of salt 

required to raise the water tank to the required conductivity based on the amount of water in 

the tank. 

For each reading taken the second antenna connected to the spectrum analyser was 

moved along the wooden rod to the desired distance. The antennas and tank were then left to 

settle for a minimum of 30 seconds. The spectrum analyser was then observed, and a signal 

strength reading taken. The antenna was then moved to the next desired distance and left to 

settle before the next reading was taken. This process was repeated 10 times for each distance 

for each conductivity rating.  

Readings were taken for distances of 10 cm to 50 cm in 5 cm intervals, readings were 

taken from between 10 cm to 50 cm due to the dimensions of tank used in experimental works, 

with 5 cm of separation being used between readings to enable a range of readings to be 

obtained in a limited space while providing enough separation between readings. 
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Readings were taken for the following conductivities: 0.4 ms/cm, 0.6 ms/cm, 

0.8 ms/cm, 1.0 ms/cm and 5.2 ms/cm. The conductivities used represented potential 

conductivities of surface and waste water with an additional higher conductivity of 5.2 ms/cm 

being used to represent the potential conductivity of sea water to examine how much of an 

impact high conductivities would have on potential communication distances. 

4.6.3 Results and Discussion 

Table 4-2 contains the mean average results from experimentation for each distance 

and conductivity tested. The results within the table indicate that the signal strength generally 

decreases as distance increases. The results also indicate a general decrease in signal strength 

as conductivity increases. The results show significant additional losses being observed in the 

case of testing at a conductivity of 5.2 ms/cm.  

Table 4-2 A table of mean averages for the distances and conductivities under test 

Distance (cm) 0.4 ms/cm 0.6 ms/cm 0.8 ms/cm 1.0 ms/cm 5.2 ms/cm 

10 -27.38 -24.34 -25.15 -24.90 -38.74 

15 -25.68 -22.06 -23.50 -23.70 -33.61 

20 -28.33 -26.14 -28.09 -28.95 -46.27 

25 -30.00 -28.45 -29.44 -29.97 -47.64 

30 -33.87 -30.26 -32.20 -34.13 -51.57 

35 -41.40 -34.21 -35.51 -36.22 -48.50 

40 -41.53 -38.99 -38.01 -41.87 -50.58 

45 -41.38 -44.44 -42.10 -43.53 -51.70 

50 -46.02 -44.98 -43.87 -44.48 -50.69 

 

The results indicate an increase in attenuation of the signal as the conductivity of the 

water increases. This agrees with the literature which shows the relationship between 

conductivity of the medium where good conductors lead to an increase in attenuation of signal. 
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The results and experimental set-up suggest that it is likely that the results are 

observations of near field power rather than far field power, with near field power often 

observed at distances of up to 1 wavelength. Near field power decays at a significantly 

increased rate compared to far field power.  

 

Figure 4-10 A plot of results from experimental works of signal strength against distance 

Figure 4-10 shows a plot of the average data collected form lab-based experimentation, 

the data presented had a maximum standard deviation of +/- 3 dBm and in most cases was 

within +/- 1 dBm. The plot shows a plot of signal strength against distance for each of the 

conductivities tested. 
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The results show that signals at 10 cm are weaker than at 15 cm, the signal strength 

then drops again at 20 cm. There are several possibilities for this result, one explanation is the 

geometry of the tank could result in either a weaker signal being detected at the 10 cm reading 

point due to reflected waves from the end of the tank interfering with the signal at this distance, 

meaning that the readings taken at 15 cm are a true reflection of signal strength.  

4.6.4 Conclusion 

The results from lab-based experimentation supports the use of RF in underwater 

environments, the results indicate that there is a quicker loss of signal strength although this 

does begin to level off at larger distances.  

The distances explored within these experiments represent very short distances, due to 

the nature of the tests in a water tank it is possible that the water tank geometry may play a part 

in the results found. It is likely that the results are observations of near field power rather than 

far field power. 

The initial findings support the use of communication in underwater environments, the 

results also show the need for further experimentation in larger environments where larger 

distances of separation can be achieved.  

4.7 Communication distances in Liverpool Leeds canal  

4.7.1 Introduction 

Initial lab-based experimentation presented in 4.6 Radio frequency in conductive environments 

showed the feasibility of short-range communications in a variety of conductivities. The 

experimental works highlighted the need for additional experimentation in larger 

environments. The experimentation also set out to test feasible data rates and the impact that 

data rates had on the communication distances achieved in real-world environments.  
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4.7.2 Method 

Experimentation was carried out in a section of the Leeds Liverpool canal managed by 

the Canal and River Trust. The work used the experimental communication platform described 

in 4.5 Communication circuit design and bowtie antennas covered in 4.4 Antenna design.  

One of the platforms and sensors was mounted in a watertight housing manufactured 

by Blue Robotics. A bowtie antenna was mounted to the outside of the housing, secured by 

cable ties, and connected to the platform though a cable penetrator into the housing. Power and 

control commands were sent to the platform using an umbilical cord connected to the platform 

and laptop computer. The housing was attached to a vinyl coated mushroom anchor to weigh 

the housing down, Figure 4-11 shows the first platform submerged and in position.  

 

Figure 4-11 A submerged sensor node in the Leeds Liverpool canal 
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A second platform was connected directly to an antenna without a housing, the antenna 

was submerged by attaching it to a vinyl coated mushroom anchor to ensure that the antenna 

remained in position. The second platform was connected to a mobile phone to provide power 

to the platform and facilitate the configuration of the desired baud rate.  Figure 4-12 Shows the 

experimental setup with the second node located with by the buoy.  

 

Figure 4-12 The experimental set-up used for taking readings during fieldwork in the Leeds Liverpool canal 

 

The first platform was used to transmit data from the connected sensors to the second 

platform node. The platform would first be set to a specified baud rate, once a baud rate was 

set the first platform was programmed to send a heartbeat message at intervals of 1 second. 

The heartbeat message consisted of the temperature and depth readings from the connected 

sensors and placed in a JSON encoded message to represent an example network 

communication payload.   
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The second platform was used to receive data from the first platform, the second 

platform would be set to receive at the same baud rate as the first platform. The software would 

then check for newly received messages, if a new message had been received the software 

would output the JSON payload as well as the RSSI for the received packet. 

Immediately before undertaking the fieldwork the conductivity of the water was 

measured as 0.51 mS/cm using a Hanna Instruments HI933000 conductivity meter. 

Throughout experimental works the temperature was captured using the TSYS01 temperature 

sensors integrated into the platform with an average temperature of 6.1 °C. 

During experimentation the first platform was placed at one end of the testing area, the 

platform remained in position throughout the experiment. The first platform was then set to the 

desired baud rate for the experiment. The second platform was then placed at 1-metre intervals 

away from the first platform.  

The second platform was set to the correct data rate, messages were then saved in a data 

capture file. The second platform was left for 30 seconds after which readings were taking. The 

platform was then moved at 1-metre intervals until the heartbeat message was no longer 

received. A 1-meter interval was used as provided a significant unit of progression while still 

demonstrating the differences in communication distances between the two data rates used 

within the experimental works. The process was repeated three times for each distance and data 

rate tested.  
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The experiment undertaken used two data rates, a higher data rate of 25 kbps which 

was selected as it is representative of communication rates that can be used in air without issue 

at reasonable distances. A second lower data rate of 1.2 kbps was also used to examine the 

impact that a slower data rate would have on communication distances, this data rate was 

selected as it remains comparable to data rates achieved by acoustic communication in 

underwater communications and remains a useful data rate within wireless sensor networks. 

4.7.3 Results and Discussion 

Table 4-3 shows the mean average readings for each of the two data rates at the 

distances tested. The table shows that there is a clear and significant difference between the 

distances achievable with a data rate of 1.2 kbps achieving an additional 2 metres distance of 

separation functioning at up to 7 metres away, compared to 25 kbps which was capable of 

communication at distances of up to 5 metres.  

Table 4-3 Mean average of signal strength for 1.2 kbps and 25 kbps data rates and distance 

Distance (m) 
1.2 kbps 
average 

25 kbps 
average 

Overall average 

1 49.00 46.00 47.50 

2 69.33 72.00 70.67 

3 87.33 88.33 87.83 

4 87.67 94.00 90.83 

5 107.00 106.33 106.67 

6 109.67 N.A N.A 

7 110.33 N.A N.A 

The results indicate a broadly similar rate of loss in received signal strength which is to 

be expected. These results indicate that the reduction is due to the difficulty in being able to 

distinguish the transmitted signal from background noise when higher data rates are used, this 

indicates that the results follow the principle of the Shannon-Hartley theorem[123] which states 

that as signal strength decreases the baud rate must also be decreased.  



111 

 

The results indicate that baud rates have a significant impact on the maximum distance 

that can be achieved for point-to-point communications using radio frequency in an underwater 

environment. The results show that using a 1.2 kbps data rate enabled a 40% increase in 

communication distances achievable compared to 25 kbps.  

The results indicate that a trade-off can be made between communication distance and 

the link speed that can be established. This indicates that an approach similar to link speed 

negotiation in WiFi could be used to enable an effective solution that would enable links to 

dynamically adapt to conditions enabling the best link speed to be used between sensor nodes 

within an underwater wireless sensor network.  

The work establishes that communications can be achieved using the 433 MHz 

frequency to transmit data in an underwater environment. The experiments highlight that 

25 kbps links can be established at distances of up to 5 metres. The experiments also show that 

further distances of up to 7 metres can be established with a link speed of 1.2 kbps.   

Communication distances of 7 metres offer significant improvements over previous 

works such as the work produced by Lloret et al[130] which achieved significantly higher data 

rates of 11 mbps although this was only achieved at distances of up to 20 cm. The works were 

able to achieve significantly improved communication speeds over the distances achieved in 

these experimental works, the use of the 2.4 GHz frequency enabled high speed data rates but 

at the cost of communication distances. 

Other works such as that produced by Rubino et al[98].  used the 868.3 MHz frequency 

in a controlled water tank with a ¼ λ monopole antenna design. The results established an 

effective communication rate of 3.9 KB/s using the 868.3 MHz frequency, in comparison, the 

maximum data rate used in this study was equivalent to 3.125 KB/s.  
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 There are existing technologies in underwater communications such as the Bluecom 

200 series[80] which offers data rates of 5 Mbps at distances of up to 5 metres. The results 

presented show significantly reduced data rates but provide slightly improved distances. The 

proposed use of RF does overcome some of the issues of using optical communications 

including the need for alignment between nodes, the lack of support for communication with 

multiple nodes and the reliance on optical properties of water within the deployment 

environment.  

Other commercial products for underwater communications such as the Teledyne 

marine 900[87] series provide significantly better communication distances of between 2 Km 

and 6 Km. The data rates presented within these results show a significant improvement over 

the data rates offered by products such as the Teledyne marine 900 series which provides data 

rates of between 140 bps and 15,260 bps in comparison to the baud rates of 1,200 bps to 

25,000 bps achieved in experimental works presented.  

It is possible that transmission distances could be further improved with alterations to 

the hardware platform used during experimentation, either through the amplification of the 

output signal or the use of a high sensitivity receiver module. Alterations could also be made 

to improve distances achieved using a lower data rate, which has the potential to improve 

distances further. 
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4.7.4 Conclusion 

The results from experimentation support the use of RF communication in real-world 

underwater environments, enabling data rates of 25 Kb/s at distances of 5 metres and at 

distances of 7 m with a data rate of 1.2 Kb/s. A communication distance of 7 metres could be 

applied to some applications of underwater wireless sensor networks with the opportunity to 

extend communications between sensor nodes as well as improve overall coverage using a 

multi-hop routing. 

4.8 A wireless broadcast network in a reservoir 

4.8.1 Introduction 

Hurleston reservoir is a water catchment site for United Utilities with a treatment works 

located next to the site for the supply of drinking water The reservoir is located north-west of 

Nantwich, Cheshire, United Kingdom and is fed from the Llangollen Canal which is in turn 

fed from the River Dee at Llantysilio. The reservoir was enlarged in 1959 and has an estimated 

capacity of 85 million gallons of water, Figure 4-13 shows an image of Hurleston reservoir. 

 
Figure 4-13 Hurleston reservoir 



114 

 

First field trials in the Leeds Liverpool canal supported the use of RF communications 

in underwater environments, explored in experimental works conducted in real-world 

environments. The fieldwork showed that communication distances were impacted by the baud 

rate used, following the Shannon Hartley principle which states that as signal strength 

decreases baud rates must also decrease. Previous lab based experimental works showed that 

conductivity can significantly impact on the attenuation of signals in water.  

The results from previous works show that distances of up to 7 metres could be achieved 

in real-world environments. Based on these findings it is important to explore if RF 

communications could be used to create an underwater wireless sensor network using a multi 

hop approach to extend communication distances though using an intermediary sensor node.  

4.8.2 Method 

Experimentation was undertaken at Hurleston reservoir, a water catchment area for 

United Utilities. The experiment used three sensor nodes to form a three-node underwater 

wireless sensor network. The experiments made use of the platforms described in 4.5 

Communication circuit design and the antennas coved in 4.4 Antenna design. 

The first platform was placed in a static location at one edge of the reservoir, in water 

deep enough to ensure the platform was fully submerged. The sensors and circuitry were placed 

in watertight enclosure constructed from acrylic tube with aluminium end caps, the antenna 

was mounted on the outside of the enclosure with the face of the antenna facing into the 

reservoir. The circuitry was connected to a Raspberry Pi computer using an umbilical cable 

connected to the circuitry in the housing. The housing was attached to a vinyl coated mushroom 

anchor and a polyfoam buoy and submerged 50 cm below the water’s surface. 
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The second platform was placed at the water’s edge, at a point usually submerged when 

the reservoir is full. This sensor node was positioned to simulate a sensor node that has been 

exposed to air due to a drop in the water level in the reservoir. The platform with the attached 

sensors was housed in a watertight enclosure with aluminium end caps and was powered by a 

12 V lead acid battery. Figure 4-14 shows the second platform in position. Figure 4-15 shows 

an example of the platform with the antenna and anchor attached. 

 

Figure 4-14 Second sensor platform in position outside of water at Hurleston reservoir 

 

Figure 4-15 An example of the sensor platform used during testing at Hurleston reservoir with the buoy and anchor 
attached 
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The third platform was placed at different locations in the reservoir to conduct further 

distance testing to establish the maximum communication distance in the new environment. 

The platform and sensors were housed in a third watertight enclosure connected to a polyfoam 

buoy and vinyl coated mushroom anchor.  

The first and second platform were left in place for the entirety of the fieldwork, the 

third platform was moved to varying distances from the other sensor nodes moving away from 

an initial starting point of 4 metres away moving up to 19 metres away. The platform was left 

in position, readings were taken using the first sensor platform with data collected and output 

to the connected Raspberry Pi, the platform was left for 1 minute and 6 readings captured from 

the first sensor node, including the received signal strength, the original node the message was 

from, and the node the message had been transmitted from. 

Based on the findings in previous works the experimental works presented in 4.7  

Communication distances in Liverpool Leeds canal, the fieldwork carried out used data rate of 

1.2 kb/s which provided longer range communications. The experimental works used a 

separation distance of 1 meter as with previous experiments due to the level of progression 

while enabling the identification of maximum communication distances achievable using RF 

communication. 
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The platforms were all loaded with the same software that created broadcast network, 

Figure 4-16 shows a flowchart of the software used during experimentation. The platform sent 

sensor readings at 10 second intervals and transmitted this to all sensor nodes within range, 

sensor nodes would then re-transmit this message if they had not yet ‘seen’ the message based 

on an incremental message ID. Due to the nature of the experimental works, power efficiency 

was not a factor that was in play, for this reason the software did not make use of power saving 

features within the software and hardware platforms. 

 

 

Figure 4-16 A flowchart of the software used during experimental works at Hurleston reservoir 
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4.8.3 Results and Discussion 

Table 4-4 shows the results obtained during experimental works, the table shows the 

received signal strength when data was received directly between the first and third platform. 

The table also indicates which messages were received through the multi-hop networking. 

Table 4-4 Results from field work undertaken at Hurleston reservoir 

Distance Received signal strength  
Received signal strength 

Standard deviation 
Platform  forwarded 

4 -90.17 0.69 False 

5 -92.83 0.68 False 

6 -100.34 0.47 False 

7 -99.00 0.58 False 

8 -105.67 1.57 False 

9 -109.17 0.37 False 

10 -101.17 0.90 False 

11 -103.50 1.50 False 

12 -106.67 1.25 False 

13 -103.67 0.47 False 

14 -107.34 1.70 False 

15 -107.67 0.75 False 

16 -106.17 0.37 False 

17 -108.17 0.69 False 

18 N.A N.A True 

19 N.A N.A True 

 

The results show a significant improvement in communication distances achieved in 

previous worked carried out as described in 4.7 Communication distances in Liverpool Leeds 

canal where communication distances of 7 metres were achieved in direct point-to-point 

communications. The results indicate a significant improvement of over 240% with distances 

of 17 metres being achieved during experimentation.  
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The results show that additional separation distance was achieved between the first and 

third platform by using multi-hop routing, this approach used the second sensor node as an 

intermediary. Better spacing of nodes could allow for further distances to be achieved, in cases 

where the intermediary node is directly between the two platforms it would be feasible to 

achieve communication distances of 34 metres using three platforms.  

Table 4-5 Distances between platform 3 and 1 and 3 and 2 

Distance between 3 and 1 Distance between 3 and 2 

18 22.85 

19 23.80 

Table 4-5 shows how the distances between 3 and 1 and 3 and 2 differ due to the 

positioning of the platforms. The results show that the distance between 3 and 2 was greater 

than that between 3 and 1. This indicates that signals can travel further when one platform is 

not submerged in water. This indicates that the signal is likely propagating through the air; as 

the signal does not need to cross the air-water boundary twice the signal is able to travel further. 

Work by I. I Smolyaninov et al[119] has shown that signals will cross the water-air boundary 

and propagate through air. 

4.8.4 Conclusion 

The results highlight the importance of environment within deploying a UWSN using 

RF communications, with previous works demonstrating communication distances of 7 metres, 

these results show a significant improvement of over 240% with communication distances of 

17 metres being achieved. 

The results presented from the fieldwork highlight the benefit of RF communications 

being able to cross the air-water boundary, with the second sensor platform being placed out 

of the water being able to communicate with platform 3 (the sink node) and with the first 

platform to relay messages to platform 3 when platform 1 and platform 3 were unable to 

communicate with one another.  
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The works show a simple implementation of a multi-hop underwater wireless sensor 

network that could be used to extend communication distances in an extended underwater 

wireless sensor network. This simplistic example shows a three-node network that applies a 

simple but effective controlled flooding routing approach, more advanced applications would 

most likely take advantage of more complex routing protocols to improve power efficiency of 

network nodes.  

4.9 Simulations of a wireless broadcast network 

4.9.1 Introduction 

An important factor in wireless sensor networks is the lifetime for which the network 

will operate, this is even more important in cases of underwater sensor networks where sensor 

nodes are more difficult to access and therefore maintain sensor nodes.  

Many factors can play a part in network lifetimes including the firmware running on 

the sensor node, the number of sensor nodes within the network, the type of routing protocol 

used and the deployment area size. This section presents simulations based on the hardware 

platform used in experimental works, presenting the potential network lifetime considering 

factors such as communication intervals and the number of deployed network nodes. 
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4.9.2 Methodology 

The simulation runs were based on an adapted version of firmware designed for power 

conservation, the firmware designed is shown as a finite state machine shown in Figure 4-17. 

The states are sleep, transmit and receive. The diagram shows the paths to each of the states 

that the sensor can enter with the sensor always eventually entering the sleep state until a new 

message is received.  

 

Figure 4-17A finite state machine of the states that the simulated sensor can be in 

 

To allow for accurate simulations of network lifetimes, readings were taken of the 

current consumption of the platform for each of the three states. Current readings were taken 

using a Keithley DMM7510 bench top multi-meter. Figure 4-18 shows the bench top multi 

meter connected to one of the developed prototypes and the data captured is presented in Table 

4-6. The current consumption figures used were based on a 12V source.  
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Figure 4-18 Experimental setup used to capture current draw of the developed platform 

Table 4-6 Power consumption measurements of the developed platform 

State 
Current consumption at 12V 

(mA) 

Sleep 1.99 

Transmit 26.97 

Receive 8.47 

 

To calculate the energy consumption of each state the duration of the state must also be 

considered, the duration of the sleep state varies based on the amount of time that the node is 

set to sleep for between transmission intervals shown in Table 4-7.  

Table 4-7 Durations and calculated energy usage for sleep states 

Use case Duration (s) Energy usage (j) 

One transmission per minuet 60 1.43 

One transmission per hour 3600 85.97 

One transmission per 12 hours 43200 1031.62 

One transmission per 24 hours 86400 2063.23 

One transmission per 168 hours (1 week) 604800 14442.62 
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The duration of transmission and receive states are based upon the size of the network 

packet being transmitted, Table 4-8 shows the duration of the transmission and receive states 

for a range of packet sizes. 

Table 4-8 Duration and energy usage for transmitting and receiving data for a range of packet sizes 

Packet size (Bytes) Duration Transmit energy usage (j) Receive energy usage (j) 

8 0.045 0.015 0.005 

16 0.167 0.054 0.017 

32 0.252 0.082 0.026 

64 0.463 0.150 0.047 

128 0.988 0.320 0.100 

 

The energy consumption for each state was calculated using the equation shown in 4-1 

Equation with the calculated values shown in the respective tables. 

4-1 Equation for calculating energy in joules based on time, current and voltage 

𝑬 = 𝑻 × 𝑰 × 𝑽 

 

 E = energy (J)) 

 T = time (S) 

 I =Current (A) 

 V = Voltage (V)  

 

Simulations were conducted based on a range of node densities and communication 

intervals; network node densities used ranged from 100 to 500 giving a good spread of possible 

deployment densities. Three transmission intervals were simulated: daily, twice daily and 

hourly which could be of use to industry for continual monitoring and higher resolution 

monitoring for contamination events. In total 15 simulation scenarios were run. 
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Each simulation scenario was run 2,000 times, with a mean average being taken for the 

number of node deaths at the end of each round across all the simulation runs. The simulations 

assumed a 20 Ah capacity lead acid battery that supplies a constant voltage of 12 V for 

simplicity. The simulation space used was 260 metres by 360 metres, based upon the size of 

Hurleston reservoir where previous testing was undertaken. 

The simulations assumed a network node communication distance of 15 metres, based 

on distances achieved in the second round of field trials undertaken, with a slight reduction 

made to compensate for the increase in noise introduced from having additional sensor network 

nodes. The simulations assumed a packet size of 64 bytes, this was selected as it allows for a 

considerable amount of data to be relayed through the network without becoming a drain on 

resources allowing a realistic simulation. A summary of the simulation is presented in Table 

4-9 which remained constant for all simulation scenarios examined.  

Table 4-9 Summary of common simulation parameters used across all simulation scenarios 

Parameter Value 

Simulation space width (m) 260 

Simulation space height (m) 360 

Simulations run 2000 

Node communication range (m) 15 

Battery voltage (V) 12 

Battery amp hour rating (Ah) 20 

Battery charge (J) 864000 

Packet size (Bytes) 64 

Simulations were run using a piece of software specifically created for these 

simulations. The simulations used a controlled flooding routing approach, the same approach 

shown in previous works. Each simulation run started with nodes configured in random 

locations, each node would then transmit a message that would then travel through the network 

being received by nodes and then retransmitted if required. 
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4.9.3 Results and discussion 

The results for each simulation scenario can be seen in Table 4-10 with the number of 

days before the first node death, 25% of nodes died, 50% of nodes died, 75% of nodes died and 

100% of nodes died for each of the 15 scenarios examined. 

Table 4-10 Results of the simulations for each tested scenario and the day on which the first node, 25% of nodes, 50% of 
nodes and 100% consumed all power resource 

Nodes 
Transmission 

interval 

First node 

death 

(days) 

25% nodes 

dead 

(days) 

50% nodes 

dead 

(days) 

75% nodes 

dead 

(days) 

100% nodes 

dead 

(days) 

100 Hourly 406 415 417 418 418 

200 Hourly 371 406 413 416 418 

300 Hourly 278 376 398 411 418 

400 Hourly 148 274 331 389 418 

500 Hourly 89 160 207 265 418 

100 Twice daily 418 418 419 419 419 

200 Twice daily 414 418 419 419 419 

300 Twice daily 400 415 417 418 419 

400 Twice daily 363 397 409 416 419 

500 Twice daily 320 359 372 388 419 

100 Daily 419 419 419 419 419 

200 Daily 417 419 419 419 419 

300 Daily 410 417 418 419 419 

400 Daily 391 406 411 417 419 

500 Daily 363 386 393 402 419 

The results show that in the cases of daily and twice-daily transmission of data there is 

little difference in the network lifetime that can be expected, this is because in these instances 

the sleep state plays a significant role in the amount of power being consumed which remains 

constant regardless of transmission intervals. 
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Figure 4-19 shows a plot of the number of nodes that were dead after each round. The 

results show that as expected there is a direct relationship between the number of nodes within 

the network and the rate at which they die off. This is due to the usage of a controlled flooding 

routing approach as the more neighbours within range that a sensor node has, the more times 

that sensor node will receive messages and retransmit them.  

 

Figure 4-19 A graph of node deaths against the number of days 

 

The results show that in most cases the rate of node deaths shows a sudden and 

significant increase in the number of node deaths occurring in the same time period. This can 

be attributed to the fact that a significant proportion of the power consumption within these 

nodes can be attributed to being in the sleep state, this sleep state can be considered a constant 

across all simulations as the sensor platforms consume the same amount of power in sleep state 

over the course of one day, regardless of the transmission rate.   
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4.9.4 Conclusion 

The results from simulated works show that an underwater wireless sensor network 

could be deployed using the presented hardware and software while offering network lifetimes 

that would be significant for industrial applications for continual environmental monitoring.  

The results presented show that a significant proportion of energy consumption is due 

to the amount consumed in the sleep state. It is possible that further reductions could be made 

to reduce this further either using more efficient sleep states, refinement in hardware platforms 

or a combination of these two factors.  

While improvements in the sleep state would have a significant impact on the network 

lifetime it is possible that refinements within the routing approach could also lead to significant 

improvements in the overall network lifetime. These improvements could be achieved using 

approaches such as LEACH,[124] TEEN[126] or PEGISIS[127]  which can offer significant 

improvements in energy consumption compared to a broadcast flooding approach.  

4.10 Conclusion 

The results from the experimental work undertaken highlight the possibility of using 

RF communications for underwater wireless sensor networks. The initial works undertaken in 

4.6 Radio frequency in conductive environments show that conductivity plays an important 

factor in signal decay. These findings indicate that RF could be applied to underwater wireless 

sensor networks in low conductivity environments such as fresh water, canals and reservoirs 

where water is likely to be of a low conductivity. 
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The findings from initial lab-based works also identified that at close ranges it is likely 

that signals will be near field RF emissions rather than far field. This means that at short 

distances there is the possibility that the signal strength will significantly drop, this is due to 

the faster rate of decay of near field signals compared to far field emissions.  

The experimentation conducted in the Leeds Liverpool canal and at Hurleston reservoir 

highlight the impact that environmental conditions can have on communication distances 

achieved and the maximum communication speeds that can be achieved, as the results from 

testing in the Liverpool Leeds canal highlighted the trade-off that is required between baud 

rates and communication distances.  

The results from experimentations in 4.7 Communication distances in Liverpool Leeds 

canal suggest that a link speed negotiation protocol could be implemented within Underwater 

Wireless Sensor Network (UWSN). Such a protocol could allow for the balance between 

maximising the communication link speed that can be achieved while ensuring that all the 

required network nodes remain connected. The implementation of a link speed negotiation 

protocol would also have to consider how to optimise transmission power and ensure that a 

balance between these three factors can be achieved.  

The results from fieldwork undertaken at Hurleston reservoir confirmed the possibility 

of using RF as a communication method for underwater wireless sensor networks, 

demonstrating point-to-point communication distances of 17 metres. This considerable 

increase in range between the two experimental works is likely due to environmental factors 

such as the geometry of the canal where the original testing was undertaken. Alternatively, it 

is possible that due to the location of the test site there was more interference from other devices 

on the same frequency. 
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The field work at Hurleston reservoir also indicated the ability to use a simple 

controlled flooding routing approach to routing network packets. Using this approach enabled 

communications to reach a sink node when peer-to-peer connections were not viable, this 

enabled additional distances to be reached, during experimentation this enabled an additional 

2 metres of separation, however in practice such an approach has the potential of increasing 

the communication distance by a full 17 metres in a perfect scenario.  

The simulation results show that with the platform used during experimental works, it 

would be possible to deploy an underwater wireless sensor network with 400 nodes capturing 

data daily with all nodes function for 391 days and 50% of sensor nodes remaining functional 

for 411 days.  

The simulation results indicate that the largest factor that needs to be considered to 

progress the platform is the power consumption of the platform during the sleep state, sensor 

nodes spend significant periods of time in this sleep state making it vital to ensure that the sleep 

state of the platform is as efficient as possible. Small savings in energy consumption would 

significantly improve the lifetime of the network.  
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5 Feature selection in microwave data sets 

5.1 Introduction 

This chapter explores the use of machine learning feature selection in microwave 

spectroscopy data sets with a view to identifying frequencies that could be usable in the 

detection of specific substances. This chapter presents two example data sets that use a two-

stage feature selection process to identify frequencies that could allow for the detection of 

contaminants at a range of frequencies.  

5.2 Quantisation of peak-shift as a feature set 

The focus of much of the previous work in the application of machine learning 

techniques to microwave spectroscopy data sets has focused on using magnitude readings. 

However, another important phenomenon that can be seen in microwave spectroscopy data sets 

is peak-shift, caused by a change in the microwave’s velocity as it passes through a substance.  

If a peak-shift can be quantised, then it could be used as a feature within machine 

learning to identify the concentration of a substance. A peak-shift feature could be used either 

as a stand-alone feature in a classification model or in combination with other features such as 

magnitude and phase.  

One of the most important considerations when extracting a peak shift feature space is 

the distance maximum allowable distance between peaks before peaks are considered different 

peaks known as a window size. Using a large window size value for this feature space will 

significantly reduce the number of peaks that can be found within the feature space as only one 

peak can sit within the window size multiplied by two to represent the peak either side. Using 

too small a window size may lead to peaks being ignored within the feature space.  
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One of the largest challenges is detecting peaks across a range of readings, this is due 

to the fact that some readings may not contain the same peaks, it is also important to establish 

an appropriate method of detecting and grouping peaks together, while ensuring that the correct 

peaks are grouped as a set. An important tuning parameter to detect this peak shift is the 

maximum shift that is allowed before a peak is considered to be not found, too low and this 

value will cause too few peaks to be detected, while a large value will limit the number of  

features that are extracted from the data set.  

5.2.1 Extraction of a peak-shift feature space 

In order to identify a peak-shift feature space a baseline for peaks within a data set needs 

to be established, this can be achieved by using a specific class to establish the baseline of peak 

and trough locations within the data set. Using this baseline, it is then possible to determine the 

peak-shift for each class.  

The size of a peaks-shift feature space can be controlled using the window size to limit 

the number of features that are extracted, with the larger the window size the fewer the features 

extracted. Using a window size that is too small may cause distortion within the features that 

are extracted that could impact upon the prediction accuracy.  

The extraction of peaks was done through the use using a specifically developed 

TypeScript application. The extraction processes used a simple linear search to identify if each 

reading represented a peak or trough within the dataset. The algorithm checked readings to the 

left and right of the target reading checking to see if any values exceeded the value in the case 

of a peak or are lower than the value in the case of a trough.  
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The algorithm uses the provided window size to assess readings to the left and right of 

the selected reading, checking all frequencies that are within the window size range. The 

algorithm identifies if the reading is a peak or trough point by comparing the reading against 

others within the window region.  

 

5.2.2 The application of a peak-shift feature space in machine learning 

To examine the use of peak-shift within a microwave spectroscopy data set a small 

sample data set was collected of Geosmin concentrations and methanol control samples. The 

concentrations were: with readings taken using a Rohde and Schwarz ZVL13 VNAconnected 

to a horn antenna. 

The data set examined consisted of three concentrations of alpha cypermethrin: 

25 mg/m2 400 mg/m2 and 425 mg/m2. The data set consisted of 150 readings with 50 readings 

for each concentration examined. 

Table 5-1 shows the number of features that were extracted from the data set for each 

window size used, it shows a rapid change with the first three window sizes used before 

levelling off. Using large window sizes of 100 MHz and above significantly limits the number 

of features that are available. Using a window size of 2 MHz sill provides a significant number 

of features, without severely limiting the feature space available.  

Table 5-1 Peak shift feature space size based upon window sized used 

Window size (MHz) Feature space size 

2 1544 

5 319 

10 131 

20 109 

50 59 

100 18 

150 15 

200 8 
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The approach taken applied four machine learning techniques: KNN, SVM, RF and 

GBM as well as an information gain filter. Unlike other approaches examined in these works 

the data used in the machine learning algorithms are not first reduced using an information gain 

filter due to the significantly reduced size of the peak-shift feature space compared to 

conventional microwave spectroscopy data sets.  

The analysis identified a number of frequencies which present a peak shift that could 

be used to identify, Figure 5-1 shows an example of how a peak shift in magnitude readings 

could be used to identify between the classes within the data set. The plot shows the average 

magnitude of the three bases used within the dataset with a clear separation in the peak location 

between the three classes between 1.96 GHz and 1.98 GHz. The troughs in 1.98 GHz to 

2.00 GHz also show a significant shift between the three classes that could be used for 

classification.  

 

 
Figure 5-1 Peak shift identified through a peak shift feature space and machine learning within the 1.9 GHz to 2.0 GHz 

range 
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Another region of peak shift which was identified through the machine learning 

approach was the 1.7 GHz to 1.8 GHz region shown in Figure 5-2. The plot shows a clear 

trough shift between the 425 mg/m2 and the other classes. The peak shift identified here is not 

a clear as the one shown in Figure 5-1. 

 

 

Figure 5-2 Peak shift identified through a peak shift feature space and machine learning within the 1.7 GHz to 1.8 GHz 
range 
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 Figure 5-3 shows two further trough shifts identified through the application of 

machine learning to identify peak shifts that could be useful in a classification approach. The 

first peak within the region of 4.60 GHz to 4.62 GHz shows that there is a significant difference 

in troughs between the 425 mg/m2 and the two remaining classes. The second trough shift 

between 4.68 GHz and 4.70 GHz shows separation between all three classes. 

 

 

Figure 5-3 Peak shift identified through a peak shift feature space and machine learning within the 4.6 GHz to 4.7 GHz 
range 

  

The largest advantage offered by using a peak shift feature space is the abstraction of 

the true magnitude value, rather than using the captured magnitude reading; the feature space 

depends upon the relative magnitudes. The feature space depends upon the location of a peak 

rather than the value of the reading itself.  
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There are however issues with using a peak shift feature space, the largest of which is 

the requirement to read several frequencies. The need to take readings for the larger number of 

frequencies means that any sensor board would require the ability to produce several 

microwave frequencies.  

As well as issues surrounding the production of multiple microwave frequencies there 

is the added issue of an increased amount of data that must be transmitted or additional data 

pre-processing that must be undertaken to produce a reading. This is due to the need to use 

multiple frequencies that would have to be communicated to capture the peak location, or 

alternatively the sensor would have to analyse the captured data to identify the peak location 

and communicate the frequency at which the peak appeared.  

5.3 Analysis approach for microwave spectroscopy data using magnitude  

Data was analysed using the R programming language[131], using packages from 

CRAN (Comprehensive R Archive Network) the analysis used the reshape2[132] package for 

data transformation and shaping of the data from the loaded CSV format to the format used 

during analysis.  

The analysis used a range of packages from CRAN for data processing including 

fselector[133], mlbench[134] and caret[135]. The work used these libraries due to being freely 

available for anyone to use. These packages also benefit from being used in other academic 

works and have been contributed to by multiple experts.  

5.3.1 Analysis approach 

Before analysis, data was loaded and pre-processed in the R programming language 

environment using the load csv functionality built into the language, during the loading the 

data was labelled with the appropriate class that the data pertained to.  
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Once a file was loaded it was transformed into a wide data format, with each column 

representing a frequency within the data frame rather than each row, this made it easier to 

manipulate and work with data during the processing. The data was reformed using the 

functionality provided by the reshape2 R library. Figure 5-4 shows an example of the shape of 

the data before and after the data transformation process. 

 

Figure 5-4 An example of the data transformation process 

 

After transformation the data was bound with the previously processed data, after 

processing all files the data set was normalised. Normalisation desensitises the processes to the 

magnitude of numbers within the data set during the feature selection process and improves the 

numerical stability of the models used.  
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5.3.2 Initial dimensionality reduction 

The second stage of the process reduced the dimensionality of the data set from a large 

feature space of 4,000 to a reduced number using feature filtering techniques.  The use of 

feature filtering enables computationally quick analysis of the data set, allowing feature spaces 

to be quickly reduced in size, allowing more computationally costly techniques such as wrapper 

feature selection to be run on smaller feature spaces. There are several feature filtering options 

available including Information Gain, Correlation Coefficient score and Chi Squared test. The 

analysis approach opted for an information gain filter to firstly reduce the size of the feature 

space with an information gain filter being selected due to its speed. 

In the case studies examined the implementation of the information gain filter used was 

from the fselector R library. The processes identified the top ranking 500 features, which were 

carried over to the next stage of the feature selection process. A boundary of 500 features was 

used after experimentation with higher and lower boundaries. 

The initial dimensionality reduction stage enables the reduction of the feature space to 

12.5% of its original size in both case studies, though this reduction appears sizeable it is 

important to note that microwave spectroscopy data sets consist of vast feature space sizes, 

much of which contains no information that would be of use in classification; this is due to the 

fact that only small parts of the microwave spectrum will be impacted by the substances tested 

for. 
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5.3.3 Wrapper feature selection 

The second stage of the feature selection process applied a wrapper feature selection 

approach using four machine learning algorithms: Random Forest[68] , Support Vector 

Machine[59] (SVM), Gradient Boosted Model[71-73] (GBM) and K-Nearest Neighbour 

(KNN). The wrapper feature selection made use of the caret and mlbench R libraries for 

implementations of the machine learning algorithms and feature importance extraction. 

Each machine learning algorithm was provided with the same training control and 

random seed to ensure that each algorithm started from the same point providing a level playing 

field for all algorithms. The algorithms used a normalised data set to perform a wrapper feature 

selection.  

5.4 Alpha Cypermethrin data set case study 

5.4.1 Data set introduction 

The data set consisted of 50 readings per class with 3 classes giving a total of 150 

readings across the entire data set, each reading consisted of 4,000 features. Each class within 

the data set represented a different concentration of Alpha-Cypermethrin; a common pesticide 

used in India to prevent the spread of malaria by treating the walls of homes with it. The classes 

represented the following concentration levels of Alpha-Cypermethrin: 25 mg/m2, 400 mg/m2 

and 425 mg/m2. 
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5.4.2 Data collection  

Data was collected using a VNA (Vector Network Analyser) connected to a horn 

antenna, the horn antenna was placed in a 2 mm airgap between the antenna and the tile treated 

with a dosage of Alpha-Cypermethrin. Readings were taken and stored using LabVIEW 

software on a laptop computer which was connected to the VNA, the software captured the 

data and stored it in csv format for later processing.  

Concentrations of Alpha-Cypermethrin were applied to the back of ceramic tiles, in the 

following concentrations: 25 mg/m2, 400 mg/m2 and 425 mg/m2 which were applied by 

treating the tile with 22.5 ml of Alpha-Cypermethrin wettable powder and Alpha-Cypermethrin 

to create the desired concentration.   

Once prepared the tiles were left to dry completely and were stored in cool and dry 

conditions until readings were taken.  Readings were taken using a horn antenna, the antenna 

was connected to a Vector Network Analyser using an SMA cable. Figure 5-5 shows an 

example of the experimental set-up. 

 

Figure 5-5 Example of the experimental set-up 
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5.4.3 Results 

Table 5-2 shows the top-ranking features as identified through using an information 

gain filter and wrapper feature selection approaches. The results from the data analysis 

identified multiple frequencies within the 1.7 GHz to 2 GHz and 4.4 GHz to 4.9 GHz ranges 

identifying an area for potential further investigation in later works.  

Table 5-2 The top 10 ranking frequencies for the detection of Alpha-Cypermethrin concentrations selected using machine 
learning and feature selection techniques 

Top 10 ranking frequencies for the detection of Alpha-Cypermethrin concentrations in (Hz) 

Information Gain 
(IG) 

Random Forest (RF) 
Gradient Boosted 

Model (GBM) 
Support Vector 
Machine (SVM) 

K-Nearest Neighbour 
(KNN) 

1947736960 1900225024 1947736960 5969992704 5608652288 

4279569920 1960240000 4279569920 4477119488 4687171584 

4284571136 4895973888 5353588224 1707676928 3438109440 

4285821440 1947736960 5997499392 1896474112 4982245376 

4312077824 4284571136 1701425408 4917229056 4619655168 

4314578432 1952738176 1960240000 4883470848 3734433536 

4315828736 1928982272 4289572352 5838709760 4969742336 

4319579648 1920230016 1692673152 4412103168 4568392192 

4410852864 1703926016 1950237568 3646911744 3641910528 

4412103168 4304576000 4358339584 3668167168 5383596032 
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Figure 5-6 shows the top three ranking features using an information gain filter. The 

three highest ranking features were 1947736960 Hz, 4279569920 Hz and 4284571136 Hz. The 

plot shows a clear clustering for each of the three classes. The clusters formed are clearly 

separated from each other showing a clear separation between the classes using the three 

identified frequencies.   

 

 

Figure 5-6 A plot of features identified for alpha-cypermethrin using an information gain filter 
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Figure 5-7 shows the top three ranking features identified using a Support Vector 

Machine (SVM) with a radial kernel. The features identified were 5969992704 Hz, 

4477119488 Hz and 1707676928 Hz. The plot shows two clear clusters formed for the 

25 mg/m2 and 425 mg/m2 classes. The plot shows that that the 400 mg/ m2 class formed a more 

dispersed cluster which groups into two looser clusters. 

 

 

Figure 5-7 A plot of features identified for alpha-cypermethrin using Support Vector Machines 
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Figure 5-8 shows the top three ranking features identified using Gradient Boosted 

Models (GBM). The feature identified were 1947736960 Hz, 4279569920 Hz and 

5353588224 Hz. The plot shows two tightly formed clusters for the 25 mg/m2 and 425 mg/m2 

classes. The plot shows that the 400 mg/m2 class formed a slightly more dispersed cluster than 

the other two classes. All clusters formed show clear separation from each other although not 

as separated as the clusters formed using features identified using an information gain filter in 

Figure 5-8. 

 

Figure 5-8 A plot of features identified for alpha-cypermethrin using a Gradient Boosted Model 
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Figure 5-9 shows the top three ranking features identified using Random Forest (RF). 

The features identified were 1900225024 Hz, 1960240000 Hz and 4895973888 Hz. The plot 

shows a strongly formed cluster for the 25 mg/m2 class with a weaker cluster formed for the 

425 mg/m2 class with a more dispersed class formed for the 400 mg/m2. The plot shows 

significant separation between the three clusters with a significant separation between the more 

dispersed 400 mg/m2 and the 25 mg/m2 and 425 mg/m2 classes.  

 

 

Figure 5-9 A plot of features identified for alpha-cypermethrin using a random forest model 
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Figure 5-10 shows the top three ranking features identified using K-Nearest Neighbour 

(KNN). The features identified were 5608652288 Hz, 4687171584 Hz and 3438109440 Hz. 

The plot shows a dispersed but significantly separated cluster for the 425 mg/m2 class; the plot 

shows a strong cluster formed for the 25 mg/m2. The plot shows that the 400 mg/m2 class is 

significantly dispersed interfering with the cluster for the 25 mg/m2 class.  

 

 

Figure 5-10 A plot of features identified for alpha-cypermethrin using a KNN model 
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5.5 Geosmin data case study 

5.5.1 Data set introduction 

The data set used throughout these experimental works examined four Geosmin 

samples with the following concentrations: 5 ng/l, 10 ng/l, 0.5 mg/l and 1.0 mg/l the Geosmin 

within the samples was dissolved in methanol which was equalised in all samples. In addition 

to the Geosmin samples three methanol blank samples were used with the following levels of 

methanol: of 5 mg/l, 10 mg/l and 20 mg/l which was used to ensure that any variance within 

the methanol levels between samples did not impact the results by influencing the machine 

learning algorithms. 

5.5.2 Data collection 

Data was collected using a VNA (Vector Network Analyser) connected to a microwave 

cavity with a resonant frequency of 2.4 GHz; samples were contained in a plastic centrifuge 

tube. A laptop computer was connected to the VNA and a custom LabVIEW application was 

used to collect data from the VNA sweeping a range of frequencies between 1 GHz and 

13 GHz. Figure 5-11 shows an example of the experimental set-up used for data capture. 

 

Figure 5-11 A photo of the experimental set-up with a large cavity connected to a ZVL vector network analyser for data 
capture 
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Concentrations of Geosmin were created using distilled water, Geosmin and methanol 

which the Geosmin samples were dissolved in when supplied. Samples were created with the 

following concentrations: 1 mg/l, 0.5 mg/l, 10 ng/l and 5 ng/l, the quantity of methanol was 

equalised for all samples so that methanol concentrations did not play a factor. Three methanol 

blank samples containing deionised water and methanol concentrations of 5 mg/l, 10 mg/l and 

20 mg/l were also created. The methanol samples were treated as a single class, desensitising 

the process to any slight variances in the concentrations of methanol between samples.  

The experimental work used a range of concentrations with two low level samples of 5 

ng/l and 10 ng/l being included in the results to represent levels at which humans can detect 

geosmin at. Two high concentration samples of 1 mg/l and 0.5 mg/l were used to identify if the 

it was possible to detect higher levels of geosmin as well as the extremely low concentrations 

used. 

Geosmin samples were kept in plastic centrifuge tubes and refrigerated when not in use. 

During use a sample was placed into the microwave cavity and a reading taken, the sample was 

then removed agitated and replaced into the cavity, the sample was left to settle for 30 seconds 

before the next  reading was taken.  

The experimental set-up used a resonant microwave cavity resonating in the 2.4 GHz 

frequency range.The experiment used the cavity to take S12 readings, altough an S11 reading 

could also have been captured using the cavity.  
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5.5.3 Results 

The results from the data analysis identified multiple frequencies within the 5.4 GHz to 

6.0 GHz and 6.4 GHz to 6.6 GHz frequency ranges; identified frequencies could be used to aid 

the development of a sensor targeted at the detection of Geosmin contamination. The top 10 

ranking frequencies identified through the feature selection process are shown in Table 5-3. 

Table 5-3  The top 10 most important features identified using the feature selection process in Geosmin data samples in 
order of most important to least important. 

Top 10 ranking frequencies for the detection of Geosmin concentrations in (Hz) 

Information Gain (IG) Random Forest (RF) 
Gradient Boosted Model 

(GBM) 
Support Vector 
Machine (SVM) 

K-Nearest Neighbour 
(KNN) 

8282820608 6461365248 12954988544 7436609024 7322580480 

6485371392 6476368896 9294073856 5729182208 5807201792 

6476368896 5900225024 4666916864 7364591104 10416354304 

5789197312 10374343680 12960990208 5642160640 5618154496 

6461365248 10659415040 9270067200 5480119808 7172542976 

7151537664 5501125120 12723931136 5846211584 6551387648 

6482370560 10974493696 12969992192 7202550784 5963240960 

6488372224 5507126784 7862715904 4960990208 7133533184 

6470367744 10980495360 12942986240 8351838208 7421605376 

3649662464 8276819456 11409602560 6470367744 6491373056 
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Figure 5-12 shows the top three ranking features using an information gain filter. The 

three highest ranking features were 8282820608 Hz, 6485371392 Hz and 6476368896 Hz. The 

Figure shows a strong clustering of 5 ng/l and 0.5 mg/l classes with a clear separation between 

them and the other classes except for one instance of the 0.5 mg/l class which sits within the 

methanol blanks classes. The 10 ng/l and 1 mg/l classes show more dispersion between the two 

classes with instances of them overlapping with each other.  The plot shows a clear separation 

between the Geosmin samples and the Methanol blanks.  

 

 

Figure 5-12 A plot of the top three ranking features identified using an information gain filter for detecting Geosmin 
concentrations in water 
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Figure 5-13 shows the top three ranking features identified using a Support Vector 

Machine (SVM) with a radial kernel. The features identified were 7436609024 Hz, 

5729182208 Hz and 7364591104 Hz. The figure shows them significantly more dispersed with 

the Methanol blank class dispersed over a wide range, the figure shows that the 10 ng/l and 

1 mg/l classes overlap significantly. The plot also shows a significant dispersion within the 

5 ng/l class which disperses into the 0.5 mg/l class. The 0.5 mg/l class also shows significant 

dispersion. 

 

 

Figure 5-13 - A plot of the top three ranking features identified using wrapper feature selection with a support vector 
machine with a radial kernel for detecting Geosmin concentrations in water 
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Figure 5-14 shows the top three ranking features identified using Gradient Boosted 

Models (GBM). The feature identified were 12954988544 Hz, 9294073856 Hz and 

4666916864 Hz. The plot shows significant dispersion within all classes with a significant 

overlap between the 1 mg/l, 0.5 mg/l, 10 ng/l and methanol blank classes. The plot shows a 

significantly dispersed but separate cluster for the 5 ng/l class. 

 

 

Figure 5-14 A plot of the top 3 features as identified using GBM 
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Figure 5-15 Shows the top three ranking features identified using Random Forest (RF). 

The features identified were 6461365248 Hz, 6476368896 Hz and 5900225024 Hz. The plot 

shows a strong clustering of the 0.5mg/l, 5 ng/l and methanol blank classes. The plot shows 

dispersion within the 1 mg/l and 10 ng/l classes causing significant overlap between the two 

classes.  

 

Figure 5-15 Features identified using random forest wrapper feature selection 
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Figure 5-16 shows the top three ranking features identified using K-Nearest Neighbour 

(KNN). The features identified were 7322580480 Hz, 5807201792 Hz and 10416354304 Hz. 

The figure shows that there is significant dispersion within all classes. The methanol blanks 

clearly cluster but do form an elongated cluster. The 10 ng/l and 1 mg/l classes significantly 

overlap each other with the classes dispersed amongst one another. The 5 ng/l and 0.5 mg/l 

classes also significantly overlap, some 5 ng/l readings appear to cluster away from the main 

cluster of the 5 ng/l class.  

 

Figure 5-16 A plot of the top 3 features as identified using KNN 

5.6 Discussion of results 

The results from data sets identified multiple frequencies which could be used to 

separate defined classes within microwave data sets. Both data sets examined applied the two-

step feature selection process to the magnitude data sets outlined in 5.3 Analysis approach.  
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In both cases results from the information gain filter provided strong results, showing 

that feature filtering could be used to great effect within these types of data set, as in both cases 

examined, an information gain filter provided consistently strong clusters. Information gain 

also provided the most consistent clustering between the two data sets and strengthened the 

case that feature filtering methods could be used without the wrapper feature selection 

processes in these types of data set.  

In both data sets examined, SVM performed weakly, with at least one class being 

dispersed, this could be due to the nature of SVM being to take a one versus all approach to 

multiclass classification leading to a class imbalance. Figure 5-17 shows the decision 

boundaries of the SVM model trained on the alpha-cypermethrin data set taken from the model 

that identified the features for Figure 5-7 using the two highest ranking features for SVM, 

5969992704 Hz and 4477119488 Hz. The plot shows a clear dispersion within the 400 mg/m2 

class.  

 

Figure 5-17 Decision boundary plot of alpha-cypermethrin data set 
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Figure 5-18 A plot of decision boundaries of the SVM model trained using the Geosmin data set 

Figure 5-18 shows a plot of the decision boundaries in the Geosmin data set using the 

two highest ranked features for the SVM model that identified the features in Figure 5-13, 

7436609024 Hz and 5729182208 Hz. The plot shows a large boundary region for methanol 

classification while concentrations of 5 ng/l have considerably smaller bounded region.  The 

decision boundary plot also shows that many readings for the 1 mg/l class fall into the 0.5 mg/l 

boundary region within the 5729182208 Hz frequency, the plot suggests that the SVM model 

produced good boundaries for Methanol and 10 ng/l with large regions being allocated to the 

classes within the decision boundary plot. The 5 ng/l class performed the worst with only three 

points within the decision boundaries for the class. The 5 ng/l class also has the smallest 

decision bounded region. 
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Figure 5-19 Alpha cypermethrin data set mean from 1.88 GHz to 1.98 GHz 

Figure 5-19 shows the mean for each of the three classes within the alpha cypermethrin 

data set examined. The plot covers the frequency range of between 1.88 GHz and 1.98 GHz, 

this region contained multiple frequencies identified using the outlined process. The plot shows 

features identified, the plot shows clear separation between the three classes displayed within 

the plot, with 8 frequencies being identified, in some instances by multiple machine learning 

algorithms with a total of 10 identifications within the 1.88 GHz to 1.98 GHz frequency range.  
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Figure 5-20 Alpha cypermethrin data set mean from 4.88 GHz to 5.00 GHz 

Figure 5-20 shows the mean for each of the three classes within the alpha cypermethrin 

data set examined. The plot shows the frequency range of 4.88 GHz to 5.00 GHz. A total of 5 

frequencies were identified within this region. All the points identified within the region show 

a clear separation between the mean values of the classes. 
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Figure 5-21 A plot of means for Geosmin data from 8.281 GHz to 8.2835 GHz 

Figure 5-21 shows the mean for each of the 5 classes within the Geosmin data set 

examined. The plot shows the frequency range of 8.2810 GHz to 8.2835 GHz, this plot includes 

the frequency of 8282820608 HZ which was identified as the most important feature of an 

information gain filter. 



160 

 

 

Figure 5-22 A plot of the 6.485 GHz to 6.4860 GHz frequency range in the Geosmin data set 

Figure 5-22 shows the mean for each of the 5 classes within the Geosmin data set 

examined. The plot shows the frequency range of 6.485 GHz to 6.486, this plot includes the 

frequency of 6485371392 HZ which was identified as the second most important feature for 

an information gain filter.  The plot shows a grouping of the three methanol blank classes used 

with some separation, the plot shows that the four Geosmin classes are separated from one 

another and the methanol control samples.  

5.7 Development of a microwave sensor board 

After the identification of frequency ranges that could be used to detect a substance the 

next stage is to develop a sensor targeted at the appropriate frequency ranges. The sensor can 

then be used to take readings within the range and can be carried forward to collect more data 

in a range of environments during field trials and studies where the use of a VNA would not 

be practical or feasible.  
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Such a sensor board requires a number of key components including the following: RF 

source, RF coupler, RF power detector, Microcontroller, Digital to analogue converter, 

analogue to digital converter, these are just the key components and other supporting 

components would also be required to produce a complete circuit.  

5.7.1 Microwave Source 

The radio frequency source is a vital component for a microwave sensor, it is 

responsible for producing the microwave that is applied to a test substance. There are several 

ways in which the source wave can be produced, with one such way being a Voltage Controlled 

Oscillator (VCO). A VCO produces a microwave output at a frequency based upon a tuning 

voltage, varying the value of the tuning voltage enables the sensor to alter the output frequency 

that is produced. A VCO can be particularly useful for covering a range of frequencies which 

are closely located together, as a VCO is limited to a specified frequency range.  

Another possible source of a microwave is through a crystal oscillator source, the 

source crystal can produce an exact resonant frequency. The output frequency can then be 

either directly applied to a test substance or processed through a range of microwave circuits 

to produce an alternative frequency or an amplified frequency.  

There are a range of circuits that can be used including frequency mixers which enable 

two frequencies to be mixed together to produce two new frequencies based on the sum of the 

frequencies and on the difference of the frequencies. Mixers are often used with a frequency 

filter, either a low pass filter or a high pass filter, the use of a filter enables the isolation of a 

single frequency output from the mixer.  

Another common type of microwave circuit used for frequency manipulation is a 

frequency multiplier. A frequency multiplier produces a harmonic of the input frequency 

enabling a higher frequency to be produced from a low frequency input. 
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A combination of microwave circuits combined with a resonant crystal oscillator can 

be used to produce a specific desired frequency. However, in many instances it may be 

desirable to cover a range of frequencies close together, particularly during the development 

stages of the sensor. Once final frequencies are identified it would be possible to design a 

specific microwave circuit to output the desired frequency.  

5.7.2 Microwave Coupler  

A coupler is another important component within microwave circuits but is only used 

where reflected measurements (S11) need to be taken, such as when using an antenna. The 

coupler enables the input from the microwave source to be isolated from the incoming reflected 

power allowing the reflected power to be transmitted to the power detector. 

In cases where a pass-through measurement(S12) measurement is desired a coupler is 

not used. In place of a coupler two connections are made, one with the output power connected 

to the microwave source and the second to the power and phase detector.  

5.7.3 Microwave Power Detector 

A radio frequency power detector is vital in microwave circuits where a magnitude 

reading needs to be taken. The power detector takes a microwave input and normally outputs 

a voltage based on the power of the microwave that was detected. The voltage output 

corresponds to a reading in dB based upon the manufacture’s documentation. Power detectors 

can often cover a wide range of powers and frequencies but it is important to ensure that the 

appropriate detector is used based upon experimental data using the VNA, to ensure that the 

detector is capable of working with the required frequency and the magnitude range that was 

observed.  
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It is possible to amplify a signal that is input into a power detector to ensure that it is 

within the detection range of the power detector, although this comes at a cost of distorting the 

incoming microwave and adding noise to the overall microwave circuit. 

5.7.4 Microwave Phase Detector 

A microwave phase detector is like a power detector, though rather than detect the 

power of an incoming microwave it measures the change in phase from the outgoing wave. A 

phase detector requires two microwave inputs, the first is a reference wave for which to 

measure the phase against, this is the outgoing microwave produced by the Microwave source, 

the second is the incoming microwave that is to be measured. Depending on the type of phase 

detector used the detector will output the change in phase that is detected, this can then be 

interpreted and read.  

5.7.5 Digital to Analogue Converter 

A Digital to Analogue Converter (DAC) is a common Integrated Circuit (IC) that can 

normally be connected to a microcontroller. The DAC can be used by a microcontroller to take 

a digital input which is communicated to the IC through a protocol such as I2C or SPI. The 

DAC then outputs the set output voltage based upon the one set by the micro controller. DACs 

form an important part of many circuits, allowing for a variable voltage to be output.  

Where a VCO is used within a circuit there must be a controllable constant voltage 

source to enable a microcontroller to select the required frequency. An important factor in an 

analogue to digital converter is the resolution that is supported, this is normally measured in 

bits and limits the granularity of voltage that can be controlled by the microcontroller. For 

example, a 1 Bit DAC would only be able to represent two levels, compared to a 10 bit DAC 

which could represent 1,024 values.  
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5.7.6 Analogue to Digital Converter 

An analogue to Digital Converter (ADC) provides the opposite functionality to a DAC, 

providing a method to take an analogue voltage and convert it into a binary value that a 

microcontroller can process.  

In cases where a power detector is used within a microwave circuit an DAC must be 

connected to the reading output in order to allow the microcontroller to read the output voltage 

of the power detector.  

5.7.7 Microcontroller 

A microcontroller plays an important role within any device, it is responsible for 

coordinating other peripherals such as the ADC and DAC. The microcontroller implements 

and manages the logic of the sensor, setting the appropriate frequency required using the DAC 

when required and taking a frequency. Once the frequency is set the microcontroller is 

responsible for recording the magnitude and phase readings. 

Depending upon the purpose of the sensor the microcontroller can either use the 

captured readings to produce a classification or alternatively the readings can be captured and 

stored or communicated across a communication platform for storage or processing.  
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5.7.8 Construction of a microwave sensor 

Figure 5-23 shows an example block diagram of how the key components of a 

microwave sensor are connected using a VCO microwave source to capture magnitude 

readings. The diagram highlights the key components and connections of components for a 

microwave sensor and ignores additional components such as capacitors, resistors and voltage 

regulators as well as any mechanism for data storage or communication. 

 
Figure 5-23 A block diagram of a microwave circuit 

The block diagram given uses a VCO to enable a range of frequencies to be produced 

by the sensor, allowing for it to sweep the entire range, or select specific frequencies through 

the manipulation of a tuning voltage.  
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In many instances this initial type of circuit would be used to collect additional data 

after an initial frequency range has been identified using data collected using a VNA. In these 

cases, an application needs to be capable of collecting data at intervals and storing it for later 

processing. Figure 5-24 shows the flow of an application that can be used to achieve this 

through the repeated manipulation of the tuning voltage and the taking and storage of readings 

alongside the frequency at which the reading was taken.   

 
Figure 5-24 A flow chart for a simple microwave sensor for data capture 
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Based upon the block diagram an initial prototype system was developed using a 

development board combined with microwave components designed for experimental work 

and research produced by mini-circuits.  Figure 5-25 A shows the internals of the sensor 

module including two VCOs, a coupler and power detector with the two VCOs connected to a 

switch to enable the sensor to change between VCOs.  

Figure 5-25 B Shows the interface of the sensor, the interface allows the user to input 

data to allow for a label data set to be produced with labelling including the positioning of the 

sensor on the wall and the material of the wall with data being saved to an SD card connected 

to the development board. 

A 

 

B 

 

Figure 5-25 A)  The internals of the prototype sensor using mini-circuits B) touch screen interface of  the sensor 

 

The VCOs selected for the initial prototype were selected based on the experimental 

work and subsequent analysis undertaken for the work presented in 5.4 which examined the 

detection of Alpha-Cypermethrin using an S11 measurement.  Based upon the findings two 

frequency ranges were identified 1.8 GHz to 2.0 GHz and 4.2 GHz to 4.5 GHz  with multiple 

features identified that could be used to detect Alpha-Cypermethrin.  
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To enable the two VCOs to be used by the sensor a microwave switch was used between 

the VCOs and the coupler. The switch enables a single VCO to be used as the microwave 

source for the circuit by allowing a single VCO to be used as the input to the microwave 

coupler, selected by the microcontroller using a high or low voltage to select the appropriate 

VCO. 

Subsequent work identified multiple frequencies within the 2.6 GHz to 3.1 GHz 

frequency that appeared to be sensitive to the presence of Alpha Cypermethrin. Based upon 

these findings the next stage was to develop a more targeted sensor board that could be used 

for further data collection in the field with the ability to produce several prototype systems that 

were easy to use and portable.  

The previous generation prototype was large and, when using the integrated 12V lead 

acid battery, weighed a significant amount. The first-generation prototype was also hand made 

using wire connections, during field trials and transportation this wiring could come loose with 

no way for the user to identify that the prototype was no longer functional it could lead to 

erroneous data being collected. To extend the use of the microwave sensor in field trials it was 

necessary to develop several boards that were consistent, meaning a single standard board 

would be advantageous.  

The issues highlighted by the previous generation of prototype led to the identification 

of three key requirements for the next generation of prototype, firstly the prototype needed to 

be lightweight, using a power source that was easily accessible in the field such as a 9V battery. 

The second was that the next generation needed to be durable and withstand drops and bumps 

during use and transportation. Finally, there needed to be consistency between the prototypes 

developed, enabling a number to be produced and distributed for field trials and further data 

collection.  
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Based upon the need to ensure consistency among the sensor prototypes it was decided 

to use a single PCB. Using a universal PCB provides several advantages including the ability 

to produce several sensors with the same layout and connections, reducing inconsistencies 

produced by wiring and soldering in the previous generation of prototype. Another advantage 

of using a single PCB is that it is more resistance to impacts during usage and transportation as 

components are secured to a board.  

The power source for the board was another key consideration, due to the use in the 

field it was necessary to ensure that the power source was easily accessible and changeable 

when required. The power source also needed to be able to provide the required voltage for all 

components, with the largest voltage requirement coming from the VCO as other components 

such as DACs and microcontrollers commonly function at 3.3 V or 5 V.  

Based upon the frequencies selected, an appropriate VCO was selected that required 

10 V meaning a minimum input voltage of over 10 V was required to ensure a voltage regulator 

could be used to provide a stable 10 V power rail. In addition to the 10 V power rail a 5 V 

power rail and a 3.3 V power rail were also included in the design to provide power to other 

components, the use of an intermediary 5 V power regulator also reduced the amount of voltage 

that the 3.3 V regulator would have to handle compared to if it was directly connected to the 

10 V rail.  

Based upon the prototype the next stage of development involved the development of 

a specific PCB sensor board. The creation of a specific PCB enables a significant reduction in 

the size of the components and therefore the overall size of the sensor. The developed sensor 

board was designed using Auto Desk Eagle software and used a single VCO removing the need 

for a switch.  
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Figure 5-26 Developed sensor PCB 

Figure 5-26 shows the developed sensor board developed to take S11 magnitude 

readings, using a single VCO to produce microwave frequencies within the 2.6 GHz to 3.1 GHz 

range. The board uses a power detector and microwave coupler to enable magnitude readings 

to be taken, with the power detector connected to a Linear Technology ADC to mesure the 

voltage produced by the power detector.  

The frequency produced by the VCO is controlled using a tuning voltage provided using 

a DAC. Due to limitations of the DAC only being able to produce a voltage of up to 3.3V and 

the range of voltages required for tuning the VCO being 10V, the board uses an amplification 

circuit to multiply the tuning voltage. The use of this amplification reduces the granularity of 

tuning but allows the use of the full range of the VCO.  

Due to the intended application of the sensor board it needs to support a wide range of 

input voltages and provide the required voltages for the components on the board. Due to this 

the board uses three voltage regulators to provide 10V, 5V and 3.3V voltage rails while 

allowing input voltages of up to 24V, enabling power to be provided from a range of sources 

including two 9V batteries in series or a 12V lead acid battery.   
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The sensor board provides two methods for data transmission and storage, the first is 

through an SD card adapter which connects directly to the microcontroller using SPI, enabling 

the sensor to output data files to the SD card. The board also includes a Bluetooth module 

connected to the microcontroller using UART, which can be used to relay data to a connected 

device. 

The sensor board also includes a temperature and humidity sensor to capture additional 

data. In future work these additional parameters could be used to better understand the readings 

captured and how the changes in humidity and temperature impact on the readings captured by 

the board.  

5.8 Conclusion 

Results from both data sets examined support that machine learning can be used to 

identify potential frequencies within microwave data sets that could be used to highlight areas 

that merit further investigation as well as frequencies that could be used to develop a custom 

microwave sensor board based on frequencies identified.  

The work presented focuses on using the approach to magnitude readings however it is 

possible that the approach could also be applied to phase features in place of magnitude 

features, it is also possible that the approach could be used with a combination of magnitude 

and phase features.  

In both cases examined, the information gain filter provided strong results with clear 

clusters being formed. Wrapper feature selection gave mixed results, in some instances 

ensemble methods such as Random Forest and Gradient Boosted Models performed well, while 

in others they did not.  



172 

 

Support Vector Machine feature selection did not perform well in both instances, the 

clusters formed were dispersed, and in both instances, classes overlapped. The poor 

performance of SVM may in part be attributed to the one versus all approach that SVM takes 

when used in non-binary classification.  

Random Forest appears to have worked well within both data sets, with some overlap 

being observed within the Geosmin data set. Similarly, this was observed in the results 

produced through the gradient boosted machine approach, with strong clear clustering shown 

in the case of alpha-cypermethrin but considerably more dispersed clustering in the case of 

Geosmin.   

The consistent performance of an information gain filter combined with its low 

computational cost makes it a strong candidate for being regularly used in microwave 

spectroscopy data sets for identification of features that could be used to identify frequencies 

that could be used in classification, with both data sets showing a clear separation of features 

identified through information gain on its own.  

Using the frequencies identified by the feature selection processes it is possible to carry 

forward this information to create a targeted microwave sensor that can be used for fieldwork 

and further data collection. Though the use of a controller combined with an appropriate 

microwave source and accompanying circuitry it is possible to develop a sensor that can 

generate a microwave frequency within a desired frequency range and capture and store 

microwave readings for further processing and analysis.  
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The development of a targeted microwave sensor board offers several advantages over 

capturing data through the use of a VNA. The first advantage is the associated risk with using 

a VNA within a field environment with the cost of a VNA being significantly higher than that 

of the developed microwave sensor board, during fieldwork there may be times where the 

equipment is at risk of damage where it is preferable to risk the less costly microwave board. 

As well as the risk there is also the advantage of being able to produce multiple sensor boards 

enabling a larger amount of data to be captured.   

The microwave sensor board also offers the advantage of being smaller, more 

lightweight, and portable than a VNA. As well as being portable the developed microwave 

board is also simpler to use, allowing those without training in the usage of a VNA to quickly 

and easily take readings with the developed sensor board. 

The developed sensor board does pose some issues such as it being less sensitive then 

a VNA. Therefore, it is important that the selected frequencies show magnitude readings within 

the rage of the selected power detector. The developed microwave board also poses some issues 

with calibration and consistency; while the developed microwave board improves significantly 

with consistency compared to the previous generation, there is still likely to be some 

inconsistency between the assembled microwave boards due to the assembly process.  

While the developed microwave sensor board focuses on the capture of S11 readings, 

using a coupler to pass the reflected power on to the power detector it would be possible to 

develop a microwave sensor board for capture of S12 readings. The developed board would 

only require modest changes with the removal of the microwave coupler and connecting the 

microwave source to a suitable connector with a second connector connected directly to the 

power detector.  
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The developed microwave board also offers the opportunity to be coupled with a 

wireless communication platform due to its small size and flexibility. Connecting the 

developed board to a communication platform could allow for data to be continually captured 

and processed enabling remote monitoring and data capture. The data collected could then be 

used for further processing to build a larger data set or ultimately identify substances within 

the monitored environment.  
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6 Conclusions and future work 

6.1 Introduction 

This thesis presents the importance of water quality, how it can impact on people’s 

daily lives and how contamination can pose serious issues to human health as well as having 

serious environmental impacts. Current approaches to monitoring are limited by the need to 

manually capture samples before transporting them back for analysis. Not only does this create 

additional toil for water companies, but it limits the amount of data companies can collected 

due to the physical constraints of manual sample capture and introduces a delay between 

contamination of water intake sites and the detection of the contaminant.  

This thesis focuses on the need for the ability to carry out wider coverage of water 

catchment sites through the capture of more data across a water catchment site. This raises two 

fundamental issues, for such a system we need to be able to reliably transmit this large quantity 

of data to a place where it can be further processed, the second issue is the need for a cost-

effective sensor capable of detecting contaminants without the need for manual intervention or 

the production of waste product that would add additional maintenance requirements.  

To achieve a communication mechanism that could relay data collected from sensors 

over a distributed site such as a reservoir we have examined wireless sensor networks, and the 

considerations that must be taken. We have seen that while conventional wireless sensor 

networks rely on radio frequency communications underwater wireless sensor networks 

currently use optical communications or acoustic communications, each of which suffers its 

own respective problems. We have seen that work has been undertaken with success to use 

Radio Frequency communications in an underwater environment. 
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We have seen that the current state-of-the-art sensing technology for two key 

contaminants for water industry: pesticides and Geosmin, are limited, with the current state of 

the art unable to meet the demands required for deployment within an underwater wireless 

sensor network, or unable to detect contaminants demanded by industry. We have seen the 

potential that microwave sensors have to offer, and their applications in detecting other 

contaminants within water. We have also examined the use of machine learning techniques to 

examine and process data, and their previous applications within microwave sensor data sets.  

In attempting to achieve the development of an underwater wireless sensor network for 

the detection of contaminants in water catchment sites, we need to address two major 

challenges that prevent this. Firstly, exploring the use of radio frequency communications 

within an underwater wireless sensor network. Starting with lab-based experimentations 

exploring the role of conductivity on signal attenuation, before moving to two field trials, one 

in the Leeds Liverpool canal which explored the impact that baud rates play on achievable 

communication distances. Further work built upon the first set of field trials, undertaken in a 

real-world water catchment site, in a significant body of water, showing improved 

communication distances and demonstrating multi-hop routing with signals crossing the water-

air boundary and the air-water boundary. 

The second challenge was developing a sensor that can detect Geosmin in pesticides at 

levels which may be of use to industry and importantly in a manner that could work with a 

long-term deployment as part of an underwater wireless sensor network. This thesis presents a 

feature selection approach to microwave spectroscopy data, that has been applied to microwave 

spectroscopy data from two types of microwave sensor with two contaminants. The results 

show that in both cases the approach was able to identify microwave frequencies within the 

data sets that could be used to detect the respective contaminants.   



177 

 

6.2  Contribution to novelty 

This thesis has presented the use of underwater wireless communications using radio 

frequency to achieve communication distances of 17 metres to form a multi-hop wireless sensor 

network to relay data in real time from sensors to a sink node, examining the requirements of 

an underwater sensor network in S Ryecroft et al[136] and presenting real world experimental 

results in S Ryecroft et al[137] . 

The results from the field trials undertaken at the Leeds Liverpool canal and Hurlstone 

revisor show the ability to communicate in an underwater environments at a data rate of 

1.2 Kbps with a separation of up to 17 meters which could be used to form a underwater 

wireless sensor network in an underwater environment. Results from the Leeds Liverpool canal 

also show that a faster data rate of 25 Kbps could be used at shorter distances of 5 meters which 

could be used where quicker data rates could be useful at shorter distances such as wireless 

data transfer between a base station and a UAV.  

This thesis has also presented the use of machine learning to identify frequencies that 

could be used in the development of targeted microwave sensors to detect contaminants 

including Geosmin and alpha cypermethrin as presented in S Ryecroft et al[138] and P Kot et 

al[139] with a patent application in progress in part covering the data processing approach.  

The results of the application of machine learning to microwave data sets show that the 

large data sets produced by microwave spectroscopy can be reduced significantly and 

frequencies sensitive to substances can be quickly identified. Using the machine learning 

feature selection process to identify frequencies it is then possible to develop a targeted sensor 

that can emit the identified frequencies.  
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6.3 Further work 

The implementation of an underwater multi-hop wireless sensor network demonstrates 

a contribution to knowledge, however the research work presented raises further research 

challenges and questions including the impact that temperature and depth play in 

communication distances achieved. Similarly, the contributions made to use of machine 

learning within microwave sensors and the development of microwave sensors for the detection 

of Geosmin and alpha cypermethrin raise further challenges such as accounting for the build-

up of biofilm on the sensor and temperature compensation to readings.  

6.3.1 Accounting for deployment environment factors in underwater RF communications 

The work presented has shown that radio frequency communications can be used in an 

underwater environment. Previous works have indicated that signal propagation happens by 

crossing the water-air boundary meaning that deployment depth will impact on the 

communication distances achieved, however this is an important factor that will need to be 

examined to develop the concept of an underwater wireless sensor network for the detection of 

contaminants in water. Similar other environmental factors such as temperature are likely to 

also influence the maximum effective communication range due to thermal noise.  
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6.3.2 Large scale deployment 

The work put forward supporting evidence for the use of radio frequency 

communications in an underwater environment establishing data rates and distances that can 

be achieved. The work has shown a small-scale application of a multi-hop wireless sensor 

network using controlled flooding to route network traffic. The work also presents simulations 

of the likely achievable network lifetimes for given scenarios with a real-world proven 

hardware platform. Further work now needs to be undertaken into the long-term performance 

of an underwater wireless sensor network using the presented platform, examining the lifetime 

of the network against the simulated results. 

6.3.3 Biofilm build up 

The work presented has examined the use of microwave sensor in lab-controlled 

environments, however in real-world environments and prolonged deployment periods there is 

likely to be a build-up of biofilm over time. One of the benefits of microwave sensors over 

other sensor technologies is the potential for the sensor to penetrate and pass through these 

biofilm build-ups; however more research needs to be undertaken into how this biofilm will 

impact on the readings taken. It is possible that the work presented using machine learning 

techniques could be developed and expanded to account for and cancel out biofilm as it builds 

over time enabling longer term deployment of microwave sensors in these types of application. 
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6.3.4 Accounting for temperature 

The data collected during experimental works was taken during the same lab session, 

meaning that the temperature of samples was uniform for all readings. However, it is a well-

known fact that temperature can be a considerable factor when working with microwave 

sensors. It is possible that sensors could be calibrated through the use of a known reference 

sample deployed alongside the sensor such as a methanol blank that was used in the case of the 

experimental work with Geosmin. Taking readings from this reference sample deployed 

alongside the sample enabled readings to be taken at any temperature. 
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7.2  Publications 

7.2.1 Identification of Optimal Frequencies to Determine Alpha-Cypermethrin using Machine 

Learning Feature Selection Techniques 

Machine learning feature space reduction techniques allow for vast feature spaces to be 

reduced with little loss or even significant improvements in the reliability of predictions of 

models. Microwave spectroscopy with feature spaces of over 8000 are not uncommon when 

considering magnitude and phase. Applying Machine learning techniques to this type of feature 

space allows for a quicker reduction and helps to identify the most suitable predictive features. 

The control of insect vectors that transmit diseases including malaria, visceral leishmaniasis 

and zika rely on the use of insecticide. These diseases affect millions, malaria alone accounted 

for 214 million new cases resulting in 438, 000 deaths in 2015. One method used in controlling 

the vectors is through indoor residual spraying, applying insecticide to the wall surface inside 

houses. Alpha-cypermethrin is one of the insecticides that is currently sprayed in several 

countries for vector control. Quality assurance and monitoring of the control activities is 

challenging relying on the use of laboratory-reared insects. This was improved with a chemical 

based Insecticide Quantification Kit, but these assays have been challenging to operationalise. 

An electromagnetic sensor is being developed to investigate the potential to detect alpha-

cypermethrin. Preliminary experiments were carried out to differentiate tiles sprayed with 

Technical Grade alpha-cypermethrin, wettable powder containing 5% alpha-cypermethrin and 

wettable powder with over dose of alpha-cypermethrin using a horn antenna at a frequency 

range between 1 GHz to 6 GHz. The experimental results indicated the potential use of 

electromagnetic waves to determine alpha-cypermethrin in a non-destructive manner. 
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7.2.2 A First Implementation of Underwater Communications in Raw Water Using the 433 

MHz Frequency Combined with a Bowtie Antenna 

In 2016, there were 317 serious water pollution incidents in the UK, with 78,000 

locations where businesses discharge controlled quantities of pollutants into rivers; therefore, 

continuous monitoring is vital. Since 1998, the environment agency has taken over 50 million 

water samples for water quality monitoring. The Internet of Things has grown phenomenally 

in recent years, reaching all aspects of our lives, many of these connected devices use wireless 

sensor networks to relay data to internet-connected nodes, where data can be processed, 

analyzed and consumed. However, Underwater wireless communications rely mainly on 

alternative communication methods such as optical and acoustic, with radio frequencies being 

an under-exploited method. This research presents real world results conducted in the Leeds 

and Liverpool Canal for the novel use of the 433 MHz radio frequency combined with a bowtie 

antenna in underwater communications in raw water, achieving distances of 7 m at 1.2 kbps 

and 5 metres at 25 kbps. 
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7.2.3 A Novel Gesomin Detection Method Based on Microwave Spectroscopy 

Geosmin contamination in water is a leading cause of odour related complaints to water 

companies in UK, tainting water with an earthy smell that is detectable by humans in quantities 

as low as 4 nanograms per litre. Current Geosmin detection methods depend on lab-based 

equipment, requiring samples to be collected and transported before Geosmin can be tested. 

This research presents a novel method for the detection of Geosmin in water using Microwave 

spectroscopy capable of detecting differentiating between four levels of Geosmin 

contamination: 5 ng/L, 10 ng/L, 0.5 mg/L and 1 mg/L as well as control samples. Frequencies 

within the 5.4 GHz to 5.9, 6.4 GHz to 6.5 GHz and 7.2 GHz to 7.5 GHz ranges showed 

significant separation between the sample classes. 

 


