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ABSTRACT

Context. The clustering of galaxy clusters links the spatial nonuniformity of dark matter halos to the growth of the primordial spectrum
of perturbations. The amplitude of the clustering signal is widely used to estimate the halo mass of astrophysical objects. The advent
of cluster mass calibrations enables using clustering in cosmological studies.
Aims. We analyze the autocorrelation function of a large contiguous sample of galaxy clusters, the Constrain Dark Energy with X-ray
(CODEX) sample, in which we take particular care of cluster definition. These clusters were X-ray selected using the ROentgen
SATellite (ROSAT) All-Sky Survey (RASS) and then identified as galaxy clusters using the code redMaPPer run on the photometry of
the Sloan Digital Sky Survey (SDSS). We develop methods for precisely accounting for the sample selection effects on the clustering
and demonstrate their robustness using numerical simulations.
Methods. Using the clean CODEX sample, which was obtained by applying a redshift-dependent richness selection, we computed
the two-point autocorrelation function of galaxy clusters in the 0.1 < z < 0.3 and 0.3 < z < 0.5 redshift bins. We compared the bias
in the measured correlation function with values obtained in numerical simulations using a similar cluster mass range.
Results. By fitting a power law, we measured a correlation length r0 = 18.7 ± 1.1 and slope γ = 1.98 ± 0.14 for the correlation
function in the full redshift range. By fixing the other cosmological parameters to their nine-year Wilkinson Microwave Anisotropy
Probe (WMAP) values, we reproduced the observed shape of the correlation function under the following cosmological conditions:
Ωm0 = 0.22+0.04

−0.03 and S 8 = σ8(Ωm0/0.3)0.5 = 0.85+0.10
−0.08 with estimated additional systematic errors of σΩm0

= 0.02 and σS 8 = 0.20. We
illustrate the complementarity of clustering constraints by combining them with CODEX cosmological constraints based on the X-ray
luminosity function, deriving Ωm0 = 0.25 ± 0.01 and σ8 = 0.81+0.01

−0.02 with an estimated additional systematic error of σΩm0
= 0.07 and

σσ8 = 0.04. The mass calibration and statistical quality of the mass tracers are the dominant source of uncertainty.

Key words. galaxy clusters – cosmology

1. Introduction

Galaxy clusters are the largest gravitationally bound objects in
the Universe. A common assumption is that they completely and
uniquely trace the population of the high-mass dark matter ha-
los. Thus galaxy clusters form a powerful probe for the large-
scale structure of the Universe. This power is further enhanced
by the fact that several of the galaxy cluster properties, such as
the abundance as a function of total mass and spatial clustering,
can be predicted based on a cosmological model. A particularly
important aspect of the clustering of clusters is that they are bi-
ased tracers of the underlying matter distribution, meaning that
their clustering amplitude is higher than that of the full distri-
bution of matter. Moreover, the amount of enhancement grows
with increasing cluster masses. By studying the relationship be-
tween cluster masses and bias, we can gain further insights into
the cosmology (see, e.g., Mo & White 1996 and Sheth & Tor-
men 1999)

Because the clustering amplitude of dark matter halos of a
given mass is sensitive to the underlying cosmology, the appli-

cation of the clustering theory to galaxy clusters is theoretically
highly motivated. Moreover, galaxy clusters exhibit scaling re-
lations between their baryonic properties and the total mass of
their hosting halos. These properties include the cluster X-ray
luminosity and richness (i.e., the number of galaxies belonging
to the cluster). Using these observable quantities as mass proxies
on the one hand and the connection between cluster masses and
their bias on the other, we can make inference on the cosmolog-
ical model. Most attempts to follow this route have resulted in
cosmological parameters that disagree with the constraints ob-
tained using the number counts of the same sample (Schuecker
et al. 2002), however, or lead to strongly disagreeing scaling re-
lations (Jimeno et al. 2017). Remarkably, Allevato et al. (2012)
obtained a precise agreement between the modeling of the clus-
tering based on the weak-lensing mass calibration and the mea-
sured clustering amplitudes of galaxy groups by taking the def-
inition of the object and the effects of sample variance into ac-
count.
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The goal of this paper is to measure the clustering of galaxy
clusters detected in the galaxy cluster survey called Constrain
Dark Energy with X-ray (CODEX) (Finoguenov et al. 2020)
by computing their auto two-point correlation function. A brief
description of the CODEX catalog is given in Sect. 2. Further-
more, we aim at predicting the excess clustering, quantified by
the bias factor, based on the cluster masses and a cosmologi-
cal prediction for the total matter distribution. The details of this
procedure are presented in Sect. 3, which is a continuation of the
developments presented in Allevato et al. (2011) and Allevato et
al. (2012). In Sect. 4 we apply this pipeline to a simulated dark
matter halo catalog to ensure that the predicted and measured
clustering amplitudes match. In Sect. 5 we present the cluster-
ing measurements for the CODEX cluster catalog. Finally, in
Sect. 6 we use the measured and predicted clustering amplitudes
to constrain two parameters within the spatially flat ΛCDM cos-
mology: the matter density parameter Ωm0 , and the power spec-
trum normalization σ8. Similar analyses have been performed,
for example, by Marulli et al. (2018) using data from another
X-ray selected survey, the XXL survey (Pierre et al. 2016), and
by Mana et al. (2013) for a cluster sample selected using the
maxBCG red-sequence method from Sloan Digital Sky Survey
(SDSS) photometric data (Koester et al. 2017). A key improve-
ment with the CODEX catalog compared to the first analysis is
the significantly larger sample size (1892 clusters in our analy-
sis here compared to 187 clusters), and compared to the second
analysis, we gain an improvement through the X-ray selection.

2. CODEX galaxy cluster survey and its modeling

The CODEX galaxy cluster survey is constructed by performing
the detection of faint X-ray sources in the ROentgen SATellite
(ROSAT) All-Sky Survey (RASS) and a subsequent identifica-
tion of those sources using the redMaPPer algorithm (Rykoff
et al. 2014) applied to the SDSS photometry inside the 10,000
square degree area of the Baryon Oscillation Spectroscopic Sur-
vey (BOSS) footprint. A detailed description of the survey and
the catalog is presented in Finoguenov et al. (2020). Spectro-
scopic identification of the sample has been a target of the SPec-
troscopic IDentification of eROSITA Sources (SPIDERS) pro-
gram of SDSS-IV, with first results presented in Clerc et al.
(2016) and Clerc et al. (2020). These first results confirmed the
high quality of the redMaPPer redshifts and the virialized nature
of CODEX clusters.

To perform the clustering analysis, we selected the clean
CODEX catalog by applying a richness cut

exp(λ) > 22(z/0.15)0.8, (1)

where z denotes the redshift of the cluster and λ ≡

ln(SDSS Richness) (defined at the optical peak, with a detailed
description provided in Rykoff et al. 2014). We describe the ef-
fect of this cleaning as a PRASS(I|λ, z) term in the modeling. Be-
cause we use multivariate log-normal distributions throughout
this paper, we conveniently define the quantities rc ≡ ln(Rc)
(core radius of the X-ray surface brightness), l ≡ ln(Lx) (rest-
frame X-ray luminosity in the 0.1-2.4 keV band), µ ≡ ln(M200c)
(total mass measured within the overdensity of 200 with respect
to the critical density). In addition to the redshift-dependent rich-
ness cut, we also discarded all clusters with richness below 25.
The lowest and highest redshifts in the cleaned catalog are 0.047
and 0.682, respectively, but we restrict our analysis to the range
0.1 < z < 0.5. After the richness cut, 1892 clusters lie within this
redshift range.

We applied the BOSS stellar mask to remove the areas af-
fecting optical cluster detection. We considered that the optical
completeness of the CODEX catalog above the applied richness
cut does not to vary over the BOSS area and modeled it using

λ50%(z) = ln(17.2 + e( z
0.32 )2

), (2)

which was obtained using the tabulations of Rykoff et al. (2014).
We used an error function with the mean of λ50%(z) and a
σ = 0.2, which reproduces the 75% and 90% quantiles of the
distribution tabulated in Rykoff et al. (2014). We used the prob-
ability of the optical detection of the cluster in SDSS data as

PSDSS(I|λ, z) = 1 − 0.5erfc
(
λ − λ50%

0.2
√

2

)
. (3)

We verified the lack of sensitivity toward variations in the pho-
tometric depths using an agreement in the clustering signal be-
tween Northern and Southern Galactic Cap areas and using the
tests for the presence of artificial correlation due to the bright
stars.

The RASS survey has large spatial inhomogeneities in its
coverage; the limiting flux changes by a factor of 10. To properly
account for the variation in the spatial distribution caused by it,
we generated a random catalog in which the number of objects
was six times higher than in the real catalog. We divided the
survey area into 100 zones of equal sensitivity S , with a 12%
step in flux sensitivity between the subsequent zones. We denote
the sky area of these zones as ∆ΩS . We computed the probability
of cluster detection

P(I|S , µ, z, ν) =

$
dltruedrcdηobP(I|ηob, β(µ), rc)

P(ηob|ηtrue(ltrue, S , z))P(rc, ltrue|µ, ν, z), (4)

where η denotes X-ray count (superscript "true" stands for pre-
dicted and "ob" for observed), ν ≡ λ−〈λ|µ,z〉

σλ|µ
, and all the proba-

bilities are described in detail in Finoguenov et al. (2020). This
modeling accounts for the effect of the X-ray shape (rc, β) of
the clusters and for the RASS sensitivity on the cluster selection,
and predicts changes in the distribution of X-ray shapes based
on the measured covariance of cluster properties (Cavaliere &
Fusco-Femiano 1976; Mulroy et al. 2019; Farahi et al. 2019;
Käfer et al. 2019). In this way, we accounted for the effect of
the anticorrelation between the scatter of the X-ray luminosity
and the optical richness and of the anticorrelation of the core
radii of galaxy clusters and their scatter in luminosity. Our sim-
ulations reproduce the correct mix of shapes, luminosities, and
richnesses of galaxy clusters. They were then used for the cluster
detection modeling in all areas of the survey.

We estimated the expected number of clusters in each bin of
redshift as

〈N(∆z)〉 = ∆ΩS

∫
∆z

dz
dV

dzdΩ
(z)
"

dµdλ
dn(µ, λ, S , z)

dµdλdV
, (5)

where

dn(µ, λ, S , z)
dµdλdV

= PRASS(I|λ, z)PSDSS(I|λ, z)

P(I|S , µ, z, ν)P(λ|ν, µ)
dn(µ, z)
dVdµ

. (6)

Fig. 2 shows a correspondence of the slope of the dn/dz distribu-
tion of the real clusters and the random catalog. They agree well.
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Fig. 1. Sky footprint of the subset of the CODEX catalog used to com-
pute the two-point correlation function. Orange points show the clusters,
and blue points show the random points.
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Fig. 2. Redshift distribution (dn/dz) of the subset of the CODEX cata-
log used to compute the two-point correlation function along with the
corresponding random catalog. The area of the two histograms is nor-
malized to 1.

3. Analysis methods

Our clustering analysis consists of first estimating the clustering
of the clusters by computing their two-point correlation func-
tion; next, computing the expected bias of the sample from the
cluster masses and redshifts; then, computing a prediction for
the clustering signal by scaling a prediction for dark matter two-
point correlation by the square of the predicted bias; and finally,
comparison between the measured and predicted signals.

We used the widely adopted Landy-Szalay estimator (Landy
& Szalay 1993) to estimate the two-point correlation function
from our cluster sample. The estimator was constructed from
pairs within the cluster catalog (DD), pairs within the random
catalog (RR), and pairs between the two (DR):

ξ(r) =
nR(nR − 1)
nD(nD − 1)

DD(r)
RR(r)

−
nR(nR − 1)

nDnR

DR(r)
RR(r)

+ 1, (7)

where r is a vector encoding arbitrary separation bins, nD is the
total number of clusters, and nR is the total number of random
points. The simplest way to bin number counts is by their three-
dimensional distance. This estimate is distorted by changes in
cluster positions along the line-of- sight direction due to redshift
caused by their peculiar velocities, however. These redshift space
distortions can be minimized by estimating the so-called pro-
jected two-point correlation function (Dabis & Peebles 1983).

The projected two-point correlation function is the line-of-sight
integral of two-point correlation function that has been binned in
distance of the points along directions parallel and perpendicular
to the line-of-sight direction:

wp(rp) = 2
∫ πmax

πmin

ξ(rp, π)dπ. (8)

The upper limit of the integral is selected in a way that increasing
it would only increase noise and not the signal.

We estimated the covariance matrix of the two-point corre-
lation function using the jackknife method: we split the sample
into M subsections of the sky and computed a set of two-point
correlation functions by excluding one subsection at a time. The
covariance matrix element Ci j was then computed as

Ci j =
M − 1

M

M∑
k=1

[ξk(ri) − 〈ξk(ri)〉][ξk(r j) − 〈ξk(r j)〉], (9)

where 〈ξk(r j)〉 is the mean over M subsections. All the error bars
we show for the two-point correlation function estimates are then
the square root of the diagonal of this matrix, σi =

√
Cii

As discussed in the introduction, galaxy clusters are biased
tracers of the total matter distribution, and their clustering bias is
connected to dark matter masses of their host halos. The goal of
our analysis is to compare mass-based cluster bias predictions to
the actual bias measured from the two-point correlation function
estimate. Thus a key ingredient in our analysis is the relation
between cluster masses and their biases. It is possible to pre-
dict the clustering bias based on the mass function n(M), that is,
the number density of halos of a given mass, using the so-called
peak background split (see, e.g., Mo & White 1996 and Sheth
& Tormen 1999). In this approach it is customary to consider
masses in terms of the variance of the linear matter power spec-
trum P(k, z),

σ2(M, z) = 4π2
∫ ∞

0
P(K, z)W2(k,M)k2dk, (10)

where W(k,M) is the Fourier transform of a top-hat window
function at R = (3M/4πρM)1/3 that encloses mass M. Here ρM
is the mean matter density in the Universe. For cleaner notation,
we write in in Eqs. 11-14 σ instead of σ(M, z). Now the halo
mass function can be expressed as

n(M)dM = f (σ)
ρM

M2

d lnσ−1

d ln M
dM, (11)

where f (σ) is so-called multiplicity function. It is simply the
fraction of mass contained in halos in a unit range of d lnσ. Us-
ing the ellipsoidal collapse model, Sheth, Mo & Tormen (2001)
arrived at a parameterized multiplicity function,

fST(σ; A, a, p) = A

√
2
π

[
1 +

(
σ2

a2δ2
c

)p]
· · ·

· · ·

( √
aδc

σ

)
exp

[
−

a
2
δ2

c

σ2

]
, (12)

whereδc = 1.686 is the critical density for halo collapse. To im-
prove the compatibility with N-body simulations, Bhattacharya
et al. (2011) introduced an additional ad hoc parameter q, which
is a function of redshift, and changed( √

aδc

σ

)
→

( √
aδc

σ

)q
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and consequently allowed parameters (A, a, p) in Eq. 12 to
evolve with redshift. By following the procedure of computing
ratio of conditional and unconditional mass function (from Sheth
& Tormen 1999), we can express the halo bias using the param-
eters (a, p, q) of the halo mass function model,

b(σ, a, p, q) = 1 +
a(δc/σ)2 − q

δc

· · · +
2p/δc

1 + (a(δc/σ)2)p . (13)

The parameters of this model can be calibrated by identifying
dark matter halos in N-body simulations and estimating the clus-
tering amplitudes of halo populations in different mass bins and
comparing them to the total matter distribution. Instead of semi-
analytical formulas based on halo mass function, we can also
consider purely empirical fitting functions, as was done by Tin-
ker et al. (2010), for instance. They allow a more flexible func-
tional form,

b(σ, A, a, B, b,C, c) = 1− A
(δc/σ)a

(δc/σ)a + δa
c

+ B(δc/σ)b + C(δc/σ)c.

(14)

Again, the parameters (A, a, B, b,C, c) were fixed by fitting N-
body simulations. In section 4 we consider both mass-function-
based and empirical bias-to-mass models.

With equations 13 and 14, we can predict the clustering bias
of a halo population of a given mass at a given redshift. The
simplest way to use this to estimate the clustering bias within a
cluster sample is to compute the mean bias within the sample as

b =
1

nD

nd∑
i=1

b(Mi, zi)g(zi), (15)

where nD is again the number of clusters in the sample, and
b(Mi, zi) is the predicted bias for cluster with mass Mi at red-
shift zi. Factor g(zi) is a redshift-dependent correction for the
growth of structure, which is required because we include esti-
mates across a wide redshift range. The correction factor is de-
fined as

g(z) =

√
wDM

p (z, r)

wDM
p (0, r)

. (16)

Here wDM
p (z, r) is the dark matter projected two-point correlation

function at a redshift z and a scale r. Thus in principle, factor g(z)
is also a function of scale r, but following Allevato et al. (2011),
we approximated it simply by D1(z)/D1(0), where D1(z) is the
growth function (see, e.g., Eisenstein & Hu 1999). If the mass
estimates and mass-to-bias conversion are correct, we expect the
bias-scaled dark matter two-point correlation function at z = 0,
that is, b

2
ξDM(0, r), to agree with the measured two-point cor-

relation function. Throughout this paper all the predictions for
the dark matter two-point correlation functions are Fourier trans-
forms from linear dark matter power spectra computed based on
Eisenstein & Hu (1998) and Eisenstein & Hu (1999) (referred
to as Eisenstein & Hu hereinafter) at redshift z = 0. We also
tried using power spectra from the Code for Anisotropies in the
Microwave Background (CAMB) (Lewis et al. 2000), but the
differences were negligible and our pipeline implementation is
faster by roughly a factor of ten when using Eisenstein & Hu
(which is important for cosmological parameter space scanning).
Thus all the results we present are based on Eisenstein & Hu.

We used the CosmoBolognaLib1 C++/python library
(Marulli et al. 2016) to compute the pair counts needed to es-
timate the two-point correlation function and also to divide sky
into subregions to compute the covariance matrix from the cor-
responding jackknife sample. Dark matter two-point correlation
function predictions, mass-to-bias conversion, and all the other
theoretical cosmology-dependent computations were performed
using the COLOSSUS2 python library (Diemer 2018).

4. Comparison with simulations

To validate our analysis pipeline, we ran it using a dark matter
halo catalog from the Huge MultiDark Planck (HMDPL) sim-
ulation (Prada et al. 2012; Klypin et al. 2016). This is a dark
matter only N-body simulation in a 4h−1Gpc box with a cosmol-
ogy that is consistent with the results of Planck Collaboration
(2014). In the case of the simulated catalog, we know the under-
lying cosmology and halo masses exactly, therefore we expect to
be able to recover the halo bias at a high accuracy. The catalog
we used in our test is a light cone obtained from the HMDPL
simulation. This light cone covers the full sky in the redshift
range 0.00 < z < 1.8. In our clustering analysis we masked
galactic latitudes glat < 10 and picked a subset of halos with
redshifts 0.1 < z < 0.5 and masses M200c > 4.8 × 1014h−1M� ,
which produces a sample with similar masses and redshift as
in our CODEX sample. After these selections, the catalog con-
tained 6350 halos. We estimated the covariance matrix for the
two-point correlation function by splitting the sky area into 35
jackknife subsections.

The HMDPL catalog contains halo redshifts with and with-
out their peculiar motion. To validate our method in a scenario
that is free of complications from redshift-space effects and bin-
ning in two dimensions we first computed the one-dimensional
two-point correlation function ξ(r) using purely cosmological
redshifts. In this case, the pair counts were binned simply in
the three-dimensional distance of the points. We computed the
two-point correlation function estimate in six bins spaced loga-
rithmically over scales of 10h−1Mpc < r < 200h−1Mpc. Figure
3 shows a comparison between the measured halo two-point cor-
relation function and a dark matter two-point correlation predic-
tion scaled by the square of the halo bias. The bias estimate was
obtained from the known halo masses using Eq. 15 and the b(M)
calibration from Comparat et al. (2017), which is based on the
HMDPL simulation. In addition to Comparat et al. (2017) we
tested three other models for b(M) from Sheth, Mo & Tormen
(2001), Tinker et al. (2010), and Bhattacharya et al. (2011). The
resulting biases are presented in Table 1. They can be compared
to the bias estimate we obtained by directly fitting the bias factor,
using its definition as

b =

√
ξ(r)
ξDM(r)

. (17)

We used our jackknife covariance matrix estimate to obtain a
least-squares fit for the bias factor, which in this case gives
b = 4.33 ± 0.07. Comparat et al. (2017) predicted a value of
b = 4.29, which agrees best with the predicted bias as expected
because it was calibrated on the same simulation that we used for
validation. For the rest of this paper we use the model of Com-
parat et al. (2017) as our baseline model and treat the deviations
from this as the source of the systematic uncertainty.
1 +https://github.com/federicomarulli/CosmoBolognaLib+
2 +https://bitbucket.org/bdiemer/colossus+
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Fig. 3. One-dimensional two-point correlation function from HMDPL
halos. Top panel: Data points are the two-point correlation function es-
timate from the halo distribution. The solid curve is the predicted dark
matter two-point correlation function scaled by b

2
. Bottom panel: Rel-

ative difference between the measured and predicted two-point correla-
tion functions.

Table 1. Biases predicted using different models b(M).

b(M) b
Sheth, Mo & Tormen (2001) 4.04

Tinker et al. (2010) 4.79
Bhattacharya et al. (2011) 3.68

Comparat et al. (2017) 4.29

We then studied the effect of including halo peculiar veloc-
ities in their redshifts. In this case, the appropriate clustering
statistics is the projected two-point correlation function intro-
duced in Sec. 3. Our dark matter prediction is purely isotropic
and obtained from the one-dimensional two-point correlation

function by setting ξDM(rp, π) = ξDM

(√
r2

p + π2
)
. The binning

in rp direction was the same as in distance r for our one-
dimensional ξ(r) estimate. We chose πmin = 0h−1Mpc and
πmax = 120h−1Mpc for the integral in Eq. 8. The result of this
integral is the projected two-point correlation function wp(rp)
shown in Fig. 4 along with the corresponding bias-scaled dark
matter prediction. Because the halo sample is still the same, the
mass-based bias prediction does not change compared to the
one-dimensional case, but fitting the bias gives a slightly higher
value of b = 4.41 ± 0.11. The difference of the predicted and
measured bias is slightly larger than the 1σ uncertainty in the
latter. The difference is 3% of the predicted bias, which is well
within the estimated uncertainty of the b(M) model (Comparat
et al. 2017).

In real data, the radial cluster distances are distorted by red-
shift measurement errors in addition to their peculiar velocities.
For a discussion of this effect, see Estrada et al. (2009), for in-
stance. To model the effect, we measured the redshift error dis-
tribution from the CODEX clusters. Spectroscopic redshifts are
available for a subset of CODEX clusters from the SDSS IV
DR16 release of the SPIDERS cluster catalog (Ahumada et al.
2019). Descriptions of the survey area and spectroscopic red-

shift assignment are provided in Clerc et al. (2020) and Kirk-
patrick et al. (2020), respectively. For areas outside of the SPI-
DERS footprint, redshifts were collected from public SDSS III
data and several Nordic Optical Telescope (NOT) programs (PI
A. Finoguenov, NOT Program IDs: 48-025, 52-026, 53-020, 51-
034). The redshift assignment follows the same procedure as we
used for the DR16 catalog. The number of clusters with spec-
troscopic redshifts is 1223, or 65% of the entire sample. We es-
timated the redshift error distribution as the difference between
spectroscopic and photometric redshift for each cluster. We then
fit this distribution with a Gaussian function of width σz and
used this function to draw a random redshift error for each halo
in the simulated catalog. We obtained σz = 0.0071 in the range
0.1 < z < 0.5. The effect this has on measured projected two-
point correlation function is shown in Fig. 4. The corresponding
measured bias of 4.29 ± 0.07, which is compatible with the bias
without redshift errors and also with the predicted bias within
the statistical errors. Thus we do not expect the measurement of
the projected two-point correlation function to be biased by the
redshift measurement errors in the CODEX catalog.

5. Clustering of CODEX clusters

Because the predicted halo bias is compatible with the measured
bias for the simulated halos, we proceeded to apply the same
analysis to the CODEX cluster catalog. We again estimated the
projected two-point correlation function. We chose five logarith-
mically spaced bins over scales of 10h−1Mpc < rp < 200h−1Mpc
and integrated over scales of 0h−1Mpc < π < 120h−1Mpc. We
also tried using other values for πmax , but 120h−1Mpc maxi-
mizes the clustering amplitude with minimum noise. Figure 5
shows the fitted bias as a function of πmax. To derive the covari-
ance matrix estimates, we split the sky area into 16 jackknife
subsections.

Fig. 6 shows the projected two-point correlation function
obtained from the CODEX catalog compared with dark matter
two-point correlation functions scaled with the predicted bias
factors based on three different mass estimates. Two estimates
come from cluster X-ray luminosities (LX) using two differ-
ent scaling relations, one adopted in the CODEX main paper
(Finoguenov et al. 2020), and the other from Capasso et al.
(2020). The third estimate comes from the cluster richness, us-
ing the summary of weak-lensing richness calibrations presented
in Kiiveri et al. (subm.). In Table 2 we show the mass-based
bias predictions. These can be compared to the bias estimate ob-
tained by direct fitting, which in this case is b = 3.70 ± 0.13.
The richness-based mass estimates predict a bias of b = 4.33,
which is closest to the measured value, the difference being
17% of the fitted value. The superiority of the richness-based
masses is most likely due to the better quality of its measure-
ment compared to LX based on a few counts in RASS data.
Thus, we selected richness to be our baseline case in the fol-
lowing sections and used the deviating results from other mass
estimates to illustrate an associated systematic uncertainty. To
verify the robustness of our results against the rp range, we also
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from HMDPL halos. Blue data points are the two-point correlation
function estimate from the halo distribution without redshift errors, and
orange data points are this estimate including redshift errors. The solid
curve shows the predicted dark matter two-point correlation function
scaled by b
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computed from the halo masses. Bottom panel: Relative

difference between the measured and predicted two-point correlation
functions.
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Fig. 5. Effect of πmax to the clustering amplitude quantified via fitted
bias b.

ran the analysis in the ranges 10h−1Mpc < rp < 100h−1Mpc and
20h−1Mpc < rp < 200h−1Mpc. The results are listed in Table 3.
Increasing the lower limit has a stronger effect on the fitted bias
than decreasing the upper limit, but all the results are compatible
within the statistical uncertainty.

Table 2. Predicted biases using different mass estimates.

Mass proxy Calibration b
M200c(Lx) Finoguenov et al. (2020) 5.16
M200c(Lx) Capasso et al. (2020) 4.52
M200c(λ) Kiiveri et al. (subm.) 4.33
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Fig. 6. Comparison of different cluster mass estimates. Top panel: pro-
jected two-point correlation function in redshift range 0.1 < z < 0.5.
Data points are two-point correlation function estimate from CODEX
clusters. The solid curves show the predicted dark matter two-point cor-
relation function scaled by b

2
computed using the different halo mass

estimates. Bottom panel: Relative difference between the measured and
predicted two-point correlation functions. The data points have been
shifted horizontally for clarity.

Table 3. Fitted bias using different rp ranges.

Range b
10h−1Mpc < rp < 200h−1Mpc 3.70 ± 0.13
10h−1Mpc < rp < 100h−1Mpc 3.68 ± 0.33
20h−1Mpc < rp < 200h−1Mpc 3.99 ± 0.25

We also studied the effect of redshift binning on cluster-
ing. Figure 7 compares the CODEX clusters and predicted bias-
scaled dark matter two-point correlation functions in lower 0.1 <
z < 0.3 and higher 0.3 < z < 0.5 redshift samples, and for refer-
ence, also in the full range of 0.1 < z < 0.5. The corresponding
comparison between predicted and fitted biases is presented in
Table 4. The difference between the predicted and measured bias
for the low- and high-redshift samples is 5% and 8% of the mea-
sured bias, respectively. The measured high-redshift two-point
correlation function appears to deviate from the prediction at
the largest scales. This might be a residual from the limitations
caused by modeling the survey effects at high redshifts. We give
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Table 4. Comparison of the measured and predicted biases in different
redshift ranges. Column b is the measured bias and b is the mass-based
prediction. Column nD shows the number of clusters in each redshift
bin.

Redshift range nD b b
0.1 < z < 0.5 1892 4.33 3.70 ± 0.13
0.1 < z < 0.3 1250 3.95 3.78 ± 0.10
0.3 < z < 0.5 642 5.08 4.71 ± 0.66
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Fig. 7. Comparison of different redshift ranges. Top panel: Projected
two-point correlation function in three redshift ranges 0.1 < z < 0.5,
0.1 < z < 0.3 and 0.3 < z < 0.5. Data points are the two-point cor-
relation function estimates from the CODEX clusters. The solid curves
in corresponding colors show the predicted dark matter two-point cor-
relation function scaled by b

2
computed within each cluster subsam-

ple. Bottom panel: Relative difference between the two-point correla-
tion function estimate and the corresponding prediction. The data points
have been shifted horizontally for clarity.

a more detailed account of this matter in Appendix A. The pre-
dicted and measured biases are also higher for the high-redshift
sample. This is expected because with increasing redshift, only
massive clusters can be detected in RASS. This effect is further
reinforced by our richness cut, which discards increasingly rich
clusters at higher redshifts.

A common way to characterize the amplitude of the cluster
two-point correlation function is to fit a power law,

ξ(r) =

(
r
r0

)−γ
, (18)

which is found to be a good approximation at the scales .
100Mpc/h (see, e.g., Peacock & West 1992). The scale at
which the correlation function crosses unity, r0, is called the
correlation length, and determining its value has been the goal

Table 5. Fitted power-law parameters for different redshift ranges.

Redshift range r0 γ
0.1 < z < 0.5 18.7 ± 1.1 1.98 ± 0.14
0.1 < z < 0.3 18.2 ± 1.1 2.13 ± 0.15
0.3 < z < 0.5 18.1 ± 1.3 1.97 ± 0.14

of many galaxy cluster studies. Collins et al. (2000) mea-
sured the correlation length from another smaller X-ray selected
sample provided by the ROSAT-ESO Flux-Limited X-ray (RE-
FLEX, Böhringer et al. 2001) survey. The value they obtained
is r0 = 18.8 ± 0.9, with a slope of γ = 1.83+0.15

−0.08 over the range
of 4Mpc/h < r < 40Mpc/h. To compare with this result, we
performed a least-squares fit for parameters r0 and γ. The results
for our three redshift ranges are listed in Table 5. We measure
a slightly steeper slope, especially for the high-redshift sample,
but within the errors all the results are compatible with those of
Collins et al. (2000).

6. Cosmology

As a of a proof-of-concept study, we performed a Markov chain
Monte Carlo (MCMC) sampling (implemented using the em-
cee library3, Foreman-Mackey et al. 2013) of the matter den-
sity parameter Ωm0 and power spectrum amplitude σ8 within
the ΛCDM model by comparing the two-point correlation func-
tion obtained from cluster distribution (halo distribution in case
of simulations) and one obtained by scaling dark matter two-
point correlation function with predicted bias. All the other cos-
mological parameters were fixed at values based on Wilkinson
Microwave Anisotropy Probe (WMAP) nine-year results (Hin-
shaw et al. 2013) in the case of CODEX clusters (we later com-
bine the posterior with one based on cluster mass function and
WMAP nine-year cosmology) or Planck 2015 results in the case
of HMDPL halos (the simulation was run using this cosmology).
We restricted ourselves to spatially flat cosmologies so that the
dark energy density parameter is determined by the matter den-
sity parameter: ΩDE0 = 1 − Ωm0 for each value of Ωm0 . We as-
sumed a Gaussian likelihood,

lnL = −
1
2

[(
ξξξ − b

2
ξξξDM

)T
C−1

(
ξξξ − b

2
ξξξDM

)
+ c

]
, (19)

where c is a constant. The predicted two-point correlation func-
tion ξξξDM and the mean bias b are both functions of cosmological
parameters and thus updated at each MCMC step. For simplicity,
we ignored the effect of errors in cluster masses on b and on the
likelihood.

The estimated two-point correlation function ξξξ changes with
cosmology as well as with the cosmology-dependent transfor-
mation of redshifts to distances; in principle, it should therefore
be reestimated at each cosmology. This effect is small, however.
Figure 8 compares two-point correlation function estimates from
HMDPL halos using drastically differing values of Ωm0 . The fit-
ted biases are presented in Table 6. Both of the extreme values
are compatible with the central value within the statistical errors.
To take the difference into account, we modeled the effect of
comparing estimated and predicted two-point correlation func-
tions computed at different cosmologies (so-called geometrical
distortions, GD) following Marulli et al. (2012). Distances per-
pendicular and parallel to the line of sight, rp and π, are related

3 +https://github.com/dfm/emcee+
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Table 6. Comparison of fitted biases using different values of Ωm0 while
estimating the two-point correlation function. These should be com-
pared to the mass-based prediction of b = 4.29.

Ωm0 b
0.21 4.48 ± 0.08
0.31 4.33 ± 0.07
0.41 4.18 ± 0.09

in the two different cosmologies, labeled 1 and 2, by

rp,1 =
DA,1(z)
DA,2(z)

rp,2; π1 =
H2(z)
H1(z)

π2, (20)

where DA(z) is the angular diameter distance and H(z) is the
Hubble parameter at redshift z. To compare theoretical predic-
tions at varying cosmologies with the measurement at the fidu-
cial cosmology at scales (rp, π), we therefore evaluated them
at scales

(
DA(z)/DA, f (z)rp,H(z) f /H(z)π

)
, where f refers to the

fiducial cosmology, and we took z to be the mean redshift of the
sample.

To verify that we are able to recover the correct cosmology,
we first ran the MCMC sampling using the HMDPL halo cata-
log. We used the same redshift, mass ranges, and binning for the
projected two-point correlation function as in Sect. 4. We also in-
cluded photometric redshift errors estimated from the CODEX
catalog. The resulting posterior distributions of the cosmolog-
ical parameters are shown in Fig. 9, displaying the full two-
dimensional likelihood contours and marginalized posterior dis-
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Fig. 9. Posterior distribution for the parameters Ωm0 and σ8 for the
HMDPL catalog. The contours show the 68% and 95% confidence re-
gions, and the values used in the simulation are shown by the dashed
red lines. The dashed black lines in the marginalized posteriors show
the 16%, 50%, and 84% quantiles.

tributions for Ωm0 and σ8. The parameter values that were used
to run the simulation are Ωm0 = 0.307115 and σ8 = 0.8228.
The marginalized constraints we obtain are Ωm0 = 0.28+0.04

−0.03 and
σ8 = 0.91+0.18

−0.13 , which are clearly compatible with the simulation
cosmology.

We then performed the same analysis on the CODEX clus-
ters. All the details of the two-point correlation function esti-
mates (such as binning) were exactly the same as described in
Sect. 5. We applied flat priors in the range of 0.05 < Ωm0 < 0.5
and 0.4 < σ8 < 1.9. Figure 10 shows the posterior distribu-
tions obtained for the full CODEX cluster catalog. It favors ex-
tremely high values of σ8. The richness-to-mass scaling relation
we used, however, has a quite significant uncertainty. When we
take the lower 1σ extreme value for its normalization instead of
the mean value, which is supported by calibrations obtained for
Sunyaev-Zeldovich (SZ) clusters (Bleem et al. 2020), we obtain
the posterior distribution of Fig. 11. The obtained value of σ8 is
more compatible with canonical values. We adopt this 1σ lower
limit as our baseline for the rest of the analysis.

For high values of σ8 the distributions are very flat providing
poor constraints. However, Pillepich et al. (2012) and Pillepich
et al. (2018), for example, showed that it is possible to make
the angular clustering of clusters more sensitive to the cosmol-
ogy by splitting the cluster sample into redshift bins. Motivated
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by this, we ran the MCMC sampling using two redshift bins,
0.1 < z < 0.3 and 0.3 < z < 0.5, and computed a two-point
correlation function estimate for both bins (see Fig. 7 for a dis-
play). The resulting posterior distributions for Ωm0 and σ8 are
shown in Fig. 12. The distribution is in this case far less skewed
toward high σ8 , and we obtain marginalized parameter con-
straints of Ωm0 = 0.22+0.04

−0.03 and σ8 = 0.98+0.19
−0.15 (or correcting

for the dependency on Ωm0 , S 8 = σ8(Ωm0/0.3)0.5 = 0.85+0.10
−0.08).

The constraints we obtain from the two redshift bins separately
are Ωm0 = 0.22+0.05

−0.04, σ8 = 0.99+0.25
−0.20 for the low-redshift bin and

Ωm0 = 0.22+0.08
−0.05, σ8 = 1.02+0.36

−0.24 for the high-redshift bin. When
the two redshift bins are combined in the analysis, the constraints
become tighter. However, the sampling was made assuming that
the two redshifts bins are independent. This might not be the
case, especially with photometric redshifts. Taking the covari-
ance between the bins into account might loosen the constraints
by some amount. For comparison with the WMAP9 cosmology,
we also ran the MCMC sampling using Planck Collaboration
(2016) values for the fixed parameters. In this case, we obtain
constraints Ωm0 = 0.23+0.03

−0.03 and σ8 = 0.93+0.16
−0.13. Both are com-
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Fig. 12. Posterior distribution for the parameters Ωm0 , σ8 , and S 8 for
the CODEX catalog split into two redshift bins 0.1 < z < 0.3 and
0.3 < z < 0.5. The contours show the 68% and 95% confidence regions,
and the best fit values are shown by the dashed red lines. The dashed
black lines in the marginalized posteriors show the 16%, 50%, and 84%
quantiles.

patible with values using WMAP9 cosmology within the statis-
tical errors.

Figs. 10-12 show a strong degeneracy between Ωm0 and σ8
when clustering data alone are used. It is possible to break
some of this degeneracy by combining the likelihood from the
clustering analysis with that from the cluster mass function.
Finoguenov et al. (2020) used the cluster X-ray luminosity func-
tion, which is essentially a proxy for their mass function, to ob-
tain constraints Ωm0 = 0.270± 0.06 and σ8 = 0.79± 0.05. In the
top panel of Fig. 13 we show the constraints we obtain by com-
bining the two likelihoods. The individual likelihood functions
are mutually nearly orthogonal, and by combining them, we can
significantly tighten the parameter constraints. The bottom panel
of Fig. 13 shows the marginalized posterior distributions for Ωm0

and σ8 obtained from the joint likelihood. From these we de-
rive the parameter constraints Ωm0 = 0.27+0.01

−0.02, σ8 = 0.79+0.02
−0.02.

It should be noted, however, that we have estimated the joint
likelihood by a simple product of the two likelihoods. This can
result in an overly optimistic estimate because the two quantities
involved are correlated; see, for example, Lacasa & Rosenfeld
(2016), who estimated the cross-correlations of cluster counts

(essentially their mass function) and galaxy power spectrum to
be at ∼ 20% level.

Article number, page 9 of 13



A&A proofs: manuscript no. codex_clustering

0.200 0.225 0.250 0.275 0.300 0.325 0.350 0.375
m

0.70

0.75

0.80

0.85

0.90

0.95

8

2PCF
XLF
Product

0.24 0.26 0.28 0.30 0.32
m

0.00

0.01

0.02

0.03

0.76 0.78 0.80 0.82 0.84
8

0.00

0.01

0.02

0.03

0.04

0.05

0.06

Fig. 13. Parameter constraints combining two-point correlation function
and luminosity function likelihoods. Top panel: Likelihood function of
(Ωm0 , σ8) from the cluster two-point correlation function (blue), X-ray
luminosity function (red), and joint distribution (green). The light and
dark contours are the 68 % and 95 % confidence regions, respectively,
and the dashed red lines show the best-fit values for the joint likelihood.
Bottom panel: Marginalized posterior distributions for Ωm0 and σ8 ob-
tained from the joint likelihood in the top panel. The dashed black lines
show the 16%, 50%, and 84% quantiles.

To estimate the effect of systematic uncertainties in our pa-
rameter constraints, we ran set of MCMC samplings using a vari-
ety of redshift measurements, selection functions, mass proxies,
and bias-to-mass calibrations. A full account of this exercise is
provided in Appendix A. We estimate the systematic error of pa-
rameter p as the sum of the squared differences between best-fit
parameter values in the baseline case (presented in Fig.12) and
the comparison cases,

σp =

√√√
1
N

N∑
i=1

(p − pi)2, (21)

where p is the best-fit value in the baseline case, and p are the
best fit values for the comparison cases. We separately estimated
the systematic error originating from survey effects (redshift
measurement and selection function) and the systematic error
from predicting the bias. The results along with the combination
of the two error categories are shown in Table 7. The total sys-
tematic errors are σΩm0

= 0.02 and σσ8 = 0.23 for the two-point
correlation function alone and σΩm0

= 0.07 and σσ8 = 0.04 for
the combination of the two-point correlation function and the X-

Table 7. Systematic errors from survey effects and bias prediction, and
their combination. The second and third column list the two-point cor-
relation function alone, and the fourth and fifth column list the combi-
nation of the two-point correlation function and the X-ray luminosity
function.

2PCF 2PCF × XLF
Source Ωm0 σ8 Ωm0 σ8
Survey 0.018 0.031 0.014 0.017
Mass 0.005 0.231 0.070 0.039

Combined 0.019 0.233 0.072 0.042

Table 8. Summary of cosmological constraints obtained from the clus-
ter two-point correlation function, two-point correlation function com-
bined with the X-ray luminosity function, the X-ray luminosity function
alone, and for CMB datasets. Our error estimates include only the sta-
tistical errors.

Dataset Ωm0 σ8

2PCF 0.22+0.04
−0.03 0.98+0.19

−0.15
2PCF × XLF 0.27+0.01

−0.02 0.79+0.02
−0.02

CODEX XLF 0.27 ± 0.06 0.79 ± 0.05
WMAP9 0.279 ± 0.025 0.821 ± 0.023

Planck 2018 0.3147 ± 0.0074 0.8101 ± 0.0061

ray luminosity function. Both are of similar magnitude than the
statistical errors in their respective cases.

A summary of our results along with a comparison with
the WMAP9 and Planck 2018 results (Planck Collaboration
2020) is listed in Table 8. Our results from combining clustering
and mass function are fully consistent with the WMAP9 results
within the statistical uncertainty. A difference larger than 1σ be-
tween our values and those from Planck 2018 for Ωm0 is visible,
but this difference is smaller than our estimated systematic un-
certainty. All the posterior distribution corner plots in this work
were plotted using the python library corner4 (Foreman-Mackey
2016).

7. Conclusions

We performed a clustering analysis on the CODEX galaxy clus-
ter catalog. As a part of this analysis, we aimed at predicting
the clustering bias of these clusters based on their masses. We
first verified with a halo catalog from the HMDPL simulation
that using this approach we can predict the clustering bias of
dark matter halos with perfectly known masses in a known cos-
mology. We showed that we can recover the observed cluster-
ing bias within the statistical errors by simply averaging over
the mass-based bias prediction for each individual halo in the
sample. All three components in the analysis, the clustering of
galaxy clusters (or dark matter halos in the case of simulations),
the expected dark matter distribution, and the mass-to-bias con-
version, depend on the cosmology, thus the agreement of them
is a test of the cosmological model. We performed an MCMC
sampling of parameters Ωm0 and σ8 to find the best-fit values
by comparing the measured two-correlation function of HMDPL
halos to the total matter distribution scaled by the predicted bias
factor. We recovered the input cosmological parameters within
the statistical uncertainty.

We applied the same analysis to the CODEX catalog. Cluster
masses can be estimated from their X-ray luminosities or their
richness. We determined which of these estimates of bias was
4 +https://github.com/dfm/corner.py+
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best compatible with the data. We found that the mass estimates
predict bias factors that agree with the measured value at a level
of 17-39%; the richness-based estimates give the best agreement.
We also tested how splitting the sample into redshifts bins affects
the results and found that the predicted bias agrees with the mea-
sured value at the 5-17% level depending on the redshift range
used. We applied the same MCMC sampling as to the HMDPL
halo catalog to CODEX clusters. We found that in order to have
a constraining power on σ8 , we need to split the cluster sample
into redshift bins (two in the case of our analysis). By binning
the sample according to redshift, we obtained the following pa-
rameter constraints: Ωm0 = 0.22+0.04

−0.03 andσ8 = 0.98+0.19
−0.15. We esti-

mated an additional error of ±0.02 and ±0.19, respectively, that
originates from systematic effects related to survey effects and
bias modeling. After combining the clustering-based likelihood
with one from the cluster mass function, we obtained the follow-
ing parameter constraints: Ωm0 = 0.27+0.01

−0.02 and σ8 = 0.79+0.02
−0.02.

In this case, we estimated that the systematic uncertainties con-
tribute ±0.07 and ±0.04 additionally, respectively. It should be
noted, however, that proper handling of the covariance between
the two quantities would most likely loosen the constraints by
some amount. In any case, our parameter constraints from clus-
tering bias are consistent with the WMAP nine-year cosmology,
and when systematic uncertainties are included, also with the
Planck 2018 cosmology.
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Fig. A.1. Comparison of photometric, mixed, and spectroscopic red-
shifts. Top panel: Projected two-point correlation functions in the red-
shift range 0.1 < z < 0.5. Data points are the two-point correlation func-
tion estimate from CODEX clusters. The solid curve is the predicted
dark matter two-point correlation function scaled by b

2
computed from

the halo mass estimates. Bottom panel: Relative difference between the
measured and predicted two-point correlation functions. The data points
have been shifted horizontally for clarity.

Appendix A: Systematic effects

We report the different systematic effects in the cosmological pa-
rameter constraints we obtain. Our baseline case is the one where
we split the CODEX sample in two redshift bins 0.1 < z < 0.3
and 0.3 < z < 0.5 and use richness-based mass estimates and
the b(M) model from Comparat et al. (2017). We compared the
best-fit parameter values for Ωm0 and σ8 from MCMC samplings
by varying survey effects, mass estimates, and the b(M) model.
All of the best-fit parameter values we obtain for different com-
parison cases are summarized in Table A.3.

As mentioned in Sec. 4, a subset of CODEX clusters has
spectroscopic redshifts associated with them in addition to pho-
tometric redshifts. To verify the robustness of the photometric
redshifts, we computed the two-point correlation function using
spectroscopic redshifts when available and photometric redshifts
for the remaining clusters. A comparison between measured and
predicted correlation functions in the full redshift range is pre-
sented in Fig. A.1, where we also show the results for a purely
spectroscopic sample limited to the SDSS DR16 area. In this
case, we have a slightly smaller set of spectroscopic redshifts
(880 within 0.1 < z < 0.5) because we required spectroscopic
completeness. The measured and predicted biases for both cases
in all the redshift bins are listed in Table A.1. At lower redshifts,
the measured biases are compatible with those from the purely
photometric sample, but at higher redshifts, there is some differ-
ence.
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Fig. A.2. Comparison of different selection functions in high-z bin. Top
panel: Projected two-point correlation function in redshift range 0.3 <
z < 0.5. Data points are the two-point correlation function estimate from
CODEX clusters. The solid curve shows the predicted dark matter two-
point correlation function scaled by b

2
computed from the halo mass

estimates. Bottom panel: Relative difference between the measured and
predicted two-point correlation functions. The data points have been
shifted horizontally for clarity.

In Fig. 7 the slope of the measured correlation function in
the high-redshift bin and at large scales appears to be flatter than
the prediction and the low-redshift bin. To test whether this is
due to an incorrect characterization of the selection function, we
ran the analysis forcing the redshift distribution of the random
catalog to be exactly that of the data catalog in redshift bins of
∆z = 0.027. Another test we ran was to use the subregion of the
CODEX survey area in which the X-ray sensitivity is uniform. A
comparison of the fitted biases obtained using different selection
functions is given in Table A.2. Fig. A.2 shows the two-point
correlation function results in a high-z bin using different se-
lection functions. They show that the flattening of the measured
two-point correlation function at large scales at high redshifts oc-
curs regardless of the selection function used, and we therefore
suspect that this is not the cause of the effect. The effect of red-
shift errors and selection function on the cosmological parameter
constraints is demonstrated by the corresponding changes in the
best-fit parameter values presented in Table A.3.

In addition to different survey effects, we studied the effect
of varying the mass and bias estimates. We ran MCMC sam-
pling using the two X-ray luminosity based mass calibrations
(introduced in Sect. 5). From the bias models b(M) in Table 1
we chose the two that gave the most extreme values, that is, Tin-
ker et al. (2010) and Bhattacharya et al. (2011), to be compared
with the baseline case. The resulting shifts in the best-fit param-
eter values are shown again in Table A.3.
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Table A.1. Bias values obtained for a mixture of photometric and spectroscopic redshifts (column bmix) and those of a purely photometric sample
(column bphz), and a purely spectroscopic sample (columns bspe) as well as the mass-based prediction (column b) from Table 4. Column nspe shows
the number of clusters with spectroscopic redshifts in each redshift bin.

Redshift range nspe bphz bspe bmix b
0.1 < z < 0.5 1223 3.70 ± 0.13 4.07 ± 0.30 3.77 ± 0.08 4.33
0.1 < z < 0.3 823 3.78 ± 0.10 3.90 ± 0.27 3.72 ± 0.09 3.95
0.3 < z < 0.5 400 4.71 ± 0.66 6.67 ± 0.40 6.45 ± 0.77 5.08

Table A.2. Comparison of fitted and predicted biases using different
selection functions. Column b is the fitted bias, b is the mass-based pre-
diction. "Full" indicates the whole CODEX survey area, and "Uniform"
the subregion of uniform X-ray sensitivity. Column nD shows the num-
ber of clusters in each combination of redshift range and sky area.

Redshift range Sky area nD b b
0.1 < z < 0.5 Full 1892 4.33 3.91 ± 0.14
0.1 < z < 0.3 Full 1250 3.95 3.68 ± 0.18
0.3 < z < 0.5 Full 642 5.08 6.64 ± 2.17
0.1 < z < 0.5 Uniform 1831 4.32 3.92 ± 0.16
0.1 < z < 0.3 Uniform 1206 3.94 3.66 ± 0.21
0.3 < z < 0.5 Uniform 625 5.06 7.02 ± 1.49

Table A.3. Best-fit parameter values for all the cases used to compute
the systematic error on the parameters Ωm0 andσ8. The second and third
column show clustering data alone, and the fourth and fifth column list
the combination of clustering and X-ray luminosity function.

2PCF 2PCF × XLF
Case Ωm0 σ8 Ωm0 σ8

Baseline 0.22 0.99 0.27 0.79
Fixed dn/dz 0.21 1.04 0.26 0.80

Fixed dn/dz, area of uniformity 0.22 0.97 0.25 0.81
Mixed redshifts 0.19 1.10 0.26 0.81

X-ray mass, Finoguenov et al. (2020) 0.22 1.35 0.37 0.78
X-ray mass, Capasso et al. (2020) 0.22 1.17 0.33 0.74

b(M), Tinker et al. (2010) 0.23 1.10 0.32 0.76
b(M), Bhattacharya et al. (2011) 0.22 0.79 0.21 0.84
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