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Abstract— For Resistive RAM (RRAM)-based deep neural 

network, Random telegraph noise (RTN) causes accuracy loss 

during inference. In this work, we systematically investigated the 

impact of RTN on the complex deep neural networks (DNNs) with 

different datasets.  By using 8 mainstream DNNs and 4 datasets, 

we explored the origin that caused the RTN-induced accuracy loss. 

Based on the understanding, for the first time, we proposed a new 

method to estimate the accuracy loss. The method was verified 

with other 10 DNN/dataset combinations that were not used for 

establishing the method. Finally, we discussed its potential 

adoption for the co-optimization of the DNN architecture and the 

RRAM technology, paving ways to RTN-induced accuracy loss 

mitigation for future neuromorphic hardware systems. 

Index Terms—Time-dependent variability, Random Telegraph 

Noise, RTN, RRAM, Neuromorphic computing.  

I. INTRODUCTION 

perating deep neural networks (DNN) in low-power mode 

for Artificial Intelligence (AI) has become the critical 

driver for edge computing, which is crucial to solve the latency 

issues for future internet-of-thing applications [1]. By 

performing matrix-vector multiplication in cross-bar arrays, 

resistive-switching memories (RRAM) have successfully 

lowered down the power consumption to nW level [2-3]. 

Therefore, the study of the interaction between non-ideal 

characteristics of RRAMs and the inference accuracy becomes 

essential and has attracted attention from both industry and 

academic in recent years [4-5]. Among all the non-ideal 

characteristics, the RRAM cell variation and the Random 

Telegraph Noise (RTN) can cause the deviation of the weights 

away from their pre-set values. The intrinsic cell variability is 

time-independent. After the weight values are obtained during 

the offline training, they can be mapped to RRAMs with the 

write-and-verify scheme [6] to ensure the accurate conductance 

values are assigned. However, RTN introduces time-dependent 

weight variations. Even the conductance value of each RRAM 

has been accurately mapped, it can still vary with time during 

the inference and thus lead to accuracy loss [7]. With further 

scaling of RRAM technology [8], RTN is expected to be a big 

concern and thus needs special attention. The binary-based 

neuromorphic network has been proposed for RTN mitigation. 

However, this does not apply for the analog system, which is 

required for future high-accuracy applications. Several pioneer 

works [4, 9-11] has investigated the RTN-induced accuracy 

loss. However, they only assessed the simple perceptron 

network with simple datasets such as MNIST. The practical 

applications, such as pattern recognition and enhancement [12], 

require complex deep neural networks (DNN). There is a lack 

of study regarding the RTN impact on DNN-based analog 

neuromorphic network.  

This work is to fill this knowledge gap. By deploying GPU-

based parallel computing, we systematically investigated the 

RTN impact on the accuracy loss for 8 mainstream complex 

networks with stacked convolutional layers and 4 major 

datasets. It is found that RTN-induced accuracy loss depends 

on both the dataset and the network structure and cannot be 

suppressed by using longer pulse width or strengthening a 

certain layer in the DNN structure. Moreover, the distribution 

of DIFF value, which is a figure of merit we defined in this work 

and can be extracted from any DNN with any dataset, exhibits 

a strong correlation with the RTN-induced accuracy loss. Based 

on this understanding, we proposed a new fast method for 

assessing the RTN-induced accuracy loss of mainstream 

DNN/dataset under any RTN levels. Finally, we show the 

potential use of this method for RTN mitigation through co-

design between DNN architecture and RRAM technology.  

II. SIMULATION FOR RTN-INDUCED ACCURACY LOSS 

A. Empirical model for RTN simulation 

10μm x 10μm bipolar-switch RRAMs with 5nm Ta2O5 

dielectric and TiN metal electrodes are used. With different 

reset voltage, the conductance can be adjusted gradually, as 

shown in Fig.1a. Due to the stochastic nature, RTN introduces 

conductance fluctuation (δg). Recently, we showed that δg in 

RRAMs could be modelled in analogy to modelling RTN in 

nano-scaled FETs [9]: δg is the conductance fluctuation caused 

by charging-discharging of traps. Each trap induces a RTN 

amplitude of δI and there are n traps in each RRAM. The 

device-to-device variation is modelled by assuming δI and n 
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following the Exponential and Poisson distributions, 

respectively. As shown in Fig.1b, this simple model agrees well 

with the measured distributions. 

To take the stochastic trapping and detrapping processes into 

consideration, we carried out the RTN measurement under read 

voltage of 0.1V on multiple devices with the speed of 

100μs/point. The trap time constants are extracted with the 

Factorial Hidden Markov Model to ensure the devices with 

multi-trap can be analyzed [13]. As shown in Fig.2, both τc & 

τe follows similar lognormal distribution [14]. The fitting 

parameters of this distribution will be used in this work.  

 

Fig.1 (a) Conductance with multiple levels by using different Vreset. Vset is 

fixed at 0.9V with forming Icc = 300μA. (b) CDF of relative RTN-induced 

conductance variation from the measurement (points) and lines (model). The 

inset shows the schematic of the device structure. 

 

Fig.2 The distribution of capture, emission time under reading voltage of 0.1V. 

For RRAM-based network, the weight of each synapse can 

be obtained through offline training and then mapped to the 

RRAM array. The procedure on the integration of RTN into 

each RRAM is summarized in Fig. 3: For each conductance g0, 

the trap number, n and the corresponding conductance 

fluctuation δg are firstly obtained using the method in [9]. For 

each trap, τc and τe are generated randomly from their 

lognormal distribution. Considering the typical running speed 

of 100ns [15], we can calculate the filling probability, Pf. The 

total conductance with fluctuation, g1, can then be obtained by 

summing up all the traps within one RRAM. Because of the 

stochastic nature of trapping/detrapping, g1 varies with time, 

leading to time-dependent weight variation. 

B. Acceleration for large-scale DNN simulation 

The complex neural network, such as AlexNet, contains over 

30 million synapses, which is ~ 400 times larger than the simple 

perceptron network (MLP). Since RTN is time-dependent, its 

impact on the weights varies when different images are inputted 

at different time. To reflect this in the simulation, the accuracy 

needs to be assessed on an image-by-image basis. As shown in 

Fig.4, for one input image, it takes ~10s to introduce RTN-

induced fluctuations into all the synapses of MLP (red line). 

This time scales up with the size of DNN. DNNs with practical 

interests, such as AlexNET and VGG19, usually have a large 

number of synapses and thus the simulation time for one input 

image can take over 1000s. Considering the accuracy 

assessment with 1000 input images, the total simulation time 

becomes too long to afford. Since the introduction of RTN is an 

independent process for each synapse, the parallel computation 

can be deployed using multithreading either in CPUs or GPUs. 

The comparison is shown in Fig.4. The GPU-based parallel 

method can be ~70 times faster than the one without 

acceleration. This laid the foundation for us to assess RTN 

impact on various complex neural networks with different 

datasets and will be applied hereafter.  

 

Fig.3 Procedure for introducing RTN into conductance fluctuation.  

 

Fig.4 Comparison of the simulation speed for introducing RTN into RRAMs 

without acceleration and with acceleration using CPU- or GPU- based parallel 

computation. The specification of the PC is CPU i7-9700K, 3.60GHz, 32G, 

GPU: NVIDIA GeForce RTX 2080Ti. 

III.  RTN-INDUCED ACCURACY LOSS FOR COMPLEX DNNS  

To investigate the impact of RTN on the complex networks 
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with stacked convolutional layers, we constructed 7 mainstream 

DNNs which has been widely used in recent years including 

LeNet, AlexNet, VGG16, VGG19, GoogleNet, MobileNet, and 

ResNet34 [16-20]. The construction follows their standard 

structure. The 3-layer perceptron network (MLP) was also 

constructed for comparison purpose [9]. For all DNNs, the 

rectified linear unit (ReLU) is used as the activation function 

after every convolutional and fully-connected layer, which 

allow us to scale the conductance of the RRAMs to represent 

synaptic weights. Four different datasets are also used, 

including MNIST [16], fashion MNIST [21], Cifar10 [22], and 

ImageNet [20].  

The input can be encoded with either the pulse amplitude [23] 

or the pulse number [24-28]. The amplitude-encoding method 

suffers from the I-V nonlinearity problem and also can 

potentially trigger unexpected SET operations. Therefore, the 

number-encoding method is widely used. In this work, we adopt 

the 8-bit pulse number encoding for the input. DNNs were 

trained with the gradient descent backpropagation until the 

accuracy reached a level similar to their reported value. To 

carry out the simulation, the well-trained weights in each layer 

were mapped to two simulated RRAM arrays which handle the 

positive and negative weights separately [4]. We use 

conductance between 1.25μS (800kΩ) to 12.5 μS (80kΩ), 

which is the range for our measured data. For each RRAM, 

RTN is introduced by following the procedure in Fig.3. During 

inference, 1000 images were used to evaluate the recognition 

accuracy of the network.  

A. Impact of the DNN size  

It is well known that increasing the size of DNNs to increase 

redundancy can reduce the RTN-induced accuracy loss. As 

shown in Fig. 5a&b, for a given combination of DNN structure 

and the dataset, this is indeed the case, where the inference 

accuracy increases when more synapses in used in each layer. 

This is not always the case when comparing among different 

DNNs and datasets. In Fig.6a, the accuracy loss for randomly-

chosen 8 DNNs (different marker style) and 4 datasets 

(different colour) was assessed. The accuracy loss shows no 

clear correlation with the total number of synapse. For the same 

dataset, such as ImageNet, The VGG19 has the highest loss, 

although it has the highest number of synapse. 

For the same DNNs, the loss depends on the datasets. Fig.6b 

shows the RTN-induced accuracy loss for three different DNNs 

with datasets of MNIST, fashion MNIST, and Cifar10. For each 

DNN, the MNIST dataset works well and the maximum 

accuracy loss is no more than 3%, which is comparable to the 

typical reported value. This also confirmed that the RTN we 

introduced into the simulation is not far away from practice.  

However, With the same level of RTN, Cifar10 and Fashion 

datasets show over 30% losses with the same DNNs, which is 

intolerable in practice. Therefore, we conclude that the RTN-

induced accuracy loss depends on both DNN and dataset and 

should be assessed for each DNN and dataset combination. It is 

highly desirable to have a fast assessment method, therefore. 

This will be discussed further in section IV. 

 

Fig. 5 Impact of the number of synapses on inference accuracy for (a) MLP and 

(b) LeNET. 

 

 

Fig.6 (a) Relationship between total synapse number and accuracy loss for 7 

DNNs and 4 datasets. Different DNNs were represented with different marker 

style, and the datasets were with a different colour. (b) RTN-induced inference 

accuracy loss for three different DNNs and three different datasets. The 

accuracy loss is obtained from 1000 images. 

B. Impact of the pulse width  

In the circuit level, the realization of the analog matrix-vector 

multiplication calculation relies on the currents to be integrated 

within a certain time before triggering the neurons to respond. 

Therefore, reducing the DNN operating speed by using longer 

pulse width for input encoding is expected to suppress the RTN-

induced accuracy loss through averaging effect. We compared 

the inference accuracy with different pulse width on different 

DNNs. As shown in Fig.7, the accuracy does not improve until 

reaching the millisecond region, which is already out of the 

practical-use domain. What is worth noting is that this 

simulation is based on the RTN we measured with slow 

(a) 

(b) 
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measurement in which only the relatively slow RTNs were 

captured. However, this limitation does not affect our 

conclusion because taking both the fast and slow traps into 

consideration can only increase the accuracy loss because the 

slow traps will never be averaged out. Therefore, we conclude 

that averaging with a longer pulse width is not effective to 

mitigate RTN-induce accuracy loss. 

 
Fig.7 The relationship between inference accuracy of three different DNNs and 

the pulse width. 

C. Impact of the different layers in the DNN  

There is speculation that the RTN-induced accuracy loss is 

dominated by one layer of a DNN. We now investigate the 

impact of RTN from a specific layer on the accuracy. In Fig. 8, 

we randomly picked three different DNN/dataset combinations. 

To check the layer sensitivity, we only removed the RTN noise 

from one layer at a time. For the AlexNet DNN/ Fashion 

MNIST, the largest improvement in accuracy occurs when RTN 

is removed from the first convolutional layer (C1). The 

improvement reduces when moving further into the network. 

Similar trend is observed for AlexNet DNN/CIFAR10. For 

ResNet18/MNIST, the improvement becomes not obvious 

starting from the C2 layer. In all cases, the accuracy does not 

reach the ‘Ideal’ level and the extent of the improvement 

depends on both DNN and datasets. Therefore, mitigating RTN 

in one specific layer cannot be a general solution for the RTN-

induced accuracy loss problem. 
 

 
Fig. 8 Layer sensitivity for three different DNN/datasets.  

IV. FAST ASSESSMENT METHOD ON THE ACCURACY LOSS  

The assessment of the RTN-induced accuracy loss is 

important for its hardware implementation. In this section, we 

proposed a new fast assessment method. 

A. Origin for the RTN-induced accuracy loss in DNNs 

We first explore the key factor that controls the RTN 

immunity. LeNet with MNIST dataset is used for illustration 

purpose. By randomly picking one image "5" as input, ten 

outputs can be obtained. The blue line in Fig. 9a represents the 

10 outputs from an ideal DNN without RTN. The largest output 

occurs in node 5 suggests the correct recognition. However, the 

difference between node 5 and node 8 is small. When RTN is 

taken into consideration, the output curve can vary for every 

inference even with the same input image (shown as grey lines). 

Sometimes, node 8 can exceed node 5 and thus cause the wrong 

recognition. Obviously, if this difference is small, RTN-

induced conductance fluctuation can easily lift up the 2nd 

highest node and cause failure in pattern recognition. Therefore, 

the larger difference between the nodes with the highest and 2nd 

highest values should exhibit less chance for wrong recognition.  

Base on this idea, we define the difference between the 

highest and the 2nd highest nodes extracted from the ideal DNN, 

as DIFF. We can get one DIFF value with each input in the 

given dataset, and distribution of DIFF can be obtained for each 

DNN/dataset combination. Fig. 9b compared the distributions 

of DIFF from three DNNs. Wherein, VGG16/MNIST includes 

more DIFF of large values, and this explains its small accuracy 

loss of 0.78% compared with 13.61% for MLP/MNIST. 

Therefore, it is expected that the distribution of DIFF with 

larger mean value, μ, and narrower variation, σ, should exhibit 

less accuracy loss.  

 

Fig.9 (a) Outputs of LeNet with given input image '5'. Blue line shows the ideal 

output. Difference between highest and 2nd highest nodes, DIFF, reflects RTN 

tolerance. The grey lines represent outputs with RTN for 100 repeats. Wherein, 

one case is marked in red to highlight the RTN-induced recognition failure. (b) 

PDF of DIFF for different DNNs using MNIST datasets. 

B. Method for the  fast assessment 

Fig.10a plotted μ(DIFF)/σ(DIFF) from all DNNs/datasets 

against the corresponding accuracy loss. A clear correlation can 
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be obtained. A higher μ(DIFF)/σ(DIFF) represent a tighter 

statistical distribution, which is less vulnerable to RTN. 

Therefore, μ(DIFF)/σ(DIFF) can be used as a figure of merit to 

describe RTN-immunity of DNNs/datasets. This trend can be 

well described as a logarithmical relationship with Eqn (1). 

Wherein, a and b are the two fitting parameters. 

 

 
  = - ln _

DIFF
a accuracy loss b

DIFF




           (1) 

RTN in RRAMs can vary with the quality of the fabrication 

process, which in turn affects the average number of defects 

causing RTN, n, and the average conductance fluctuation, δg, 

[9]. By using different n and δg, the accuracy loss for all the 

DNNs/dataset can be re-assessed. The previous work revealed 

that the accuracy loss only depends on the smallest conductance 

used in DNNs when the ratio between the largest and smallest 

conductance is higher than 10. Therefore, there exists a unique 

relationship between the parameter a&b and the n* δg from the 

smallest conductance that is to be used as DNN weight, as show 

in Fig.10b. Based on this, a simple solution for accuracy loss 

estimation can be established: After determining the range of 

conductance to be used to map the synapse weight, n* δg can 

be extracted by using the procedure described in ref.8. The 

parameters a & b can be determined which establishes the 

relationship between accuracy loss and μ(DIFF)/σ(DIFF). For 

any target DNN and dataset, we can extract μ(DIFF)/σ(DIFF), 

which is from the ideal case and no RTN is involved. Based on 

this extracted μ(DIFF)/σ(DIFF), the corresponding accuracy 

loss can be obtained from the accuracy loss~ μ(DIFF)/σ(DIFF) 

relationship. 

 

 
Fig. 10 (a) Relationship between the proposed figure-of-merit, μ/σ, and their 

corresponding accuracy loss using different datasets. (b) The relationship 

between the parameters a and b defined in Eqn (1) and n*δg, which correspond 

to the smallest conductance used for the whole DNN and represent the quality 

of RRAM. 

B. Method validation 

We further checked the validity of the proposed method. 

Wherein, we purposely selected four DNNs/datasets that were 

not used to establish our method. We also assume a better 

RRAM technology in which the average number of defects is 

reduced by half. The values predicted by the proposed fast 

method are compared with the values predicted by the tedious 

conventional RTN-simulation. The result is shown in Fig.11 

and the good agreement can be achieved. This supports that the 

proposed method has reasonable accuracy in assessing the 

accuracy loss. 

 
Fig. 11 Comparison between the prediction from the proposed method and the 

conventional method. For RTN setting, the average number of defects n is set 

to 1.2. The capture and emission time follow a logarithmic distribution, as 

shown in Fig.2. These four DNNs/dataset combinations were not used when 

establishing a fast assessment method. 

Since our fast assessment method is established using the 

RTN results from the slow measurement, it is also important to 

check the impact of the fast traps on the assessment accuracy. 

Without loss of generality, we assigned a wider lognormal 

distribution for both capture and emission time which spans 

from 100ns to 1s. We also increase n from 2.4 to 3.6 to reflect 

that more traps are now contributing to the RTN. Then we 

assessed the RTN-induced accuracy loss using the conventional 

assessment method and compared with our proposed method. 

The results are shown in Fig.12. Overall, a good agreement has 

been achieved, which further confirms the validity of our 

proposed method.  

 
Fig. 12 Comparison between the prediction from the proposed method and 

conventional method when considering fast traps. For the RTN setting, the 

average number of defects n is set to 3.6. The capture and emission time follow 

logarithmic distribution spanning from 100ns to 1s.  

Similar to IC industry in which Device/Circuit co-design has 

become the key root for reliability-aware design methodology 

[29-30], the future design for the RTN-immune hardware can 

also be achieved through co-design between software-level 

DNN architecture and hardware-level RRAM technology. One 

illustration is given in Fig.13 by adopting the proposed method: 

one can improve the technology to reduce RTN and thus move 

the μ(DIFF)/σ(DIFF) ~accuracy loss relationship (the red curve) 

to the left direction and also improve the DNN architecture for 

higher μ(DIFF)/σ(DIFF) on the curve. Therefore, controlling 

the RTN-induced accuracy loss within a certain range can be 

Accuracy loss (%) 
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achieved through the co-design between software-based DNN 

architecture and hardware-based RRAM technology. 

 
Fig.13 Illustration for the algorithm/device co-design for accuracy loss 

mitigation. 

V. CONCLUSIONS 

We investigated the impact of RTN on the inference accuracy 

for complex deep neural networks. The main contributions of 

this work are: (1) It is found that the DNN accuracy can be 

affected by both the dataset and the network structure. In 

addition, they cannot be suppressed by using longer pulse width 

or strengthening a certain layer in the DNN structure. (2) We 

proposed a figure-of-merit to assess the RTN-tolerance. Based 

on this, a simple method in assessing the accuracy loss of any 

DNNs and dataset is proposed and validated. We show such 

method can potentially be used for algorithm/device co-

optimization, which can be useful for future RTN-immune 

DNN design. 
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